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[bookmark: _Toc385597211][bookmark: _Toc513830759]Executive Summary

The 2017 IEC 61850 Interoperability (IOP) Testing activity represented the most aggressive testing campaign in the series of UCA IUG sponsored activities dating back to 2011.  The previous testing activities in 2011, 2013, and 2015 concentrated on interoperability testing one-to-one between individual IEDs and/or applications.  At the request of IEC 61850 vendors and utilities, requested something vastly different in 2017.  
There were four major areas of testing:
· An integrated application.

· Routable GOOSE and Routable Sampled Value testing.

· Precision Time Protocol (PTP) Testing.

· Substation Configuration Language (SCL) tool testing.



[bookmark: _Toc513830760]Participation

The participation in the 2017 IOP was substantially higher than in 2015.


[bookmark: _Toc513830920]Figure 1: Participation in 2017 IOP versus past IOPs
There were 38 total participating companies and 35 witnessing companies.  This represents a 38% and 60% increase in participation respectively.  Much of this increase was due to this being the first IOP in North America and allowed many companies that had overseas travel restrictions to participate for the first time.  Table 1 shows that many of the participating companies were also participants in 2015, but some from 2015 did not attend. 

	
	Year of Participation
	

	Participant
	2011
	2013
	2015
	2017

	ABB
	
	x
	x
	x

	Alstom
	x
	x
	x
	x

	ARC Informatique
	x
	x
	x
	

	Belden/Hirschman
	x
	
	
	x

	CISCO
	
	x
	
	x

	CopaData
	
	
	x
	x

	CYG Sunri
	
	
	
	x

	Doble
	
	
	x
	x

	DoWoo Digitech
	
	
	
	x

	Efacec	
	x
	x
	x
	

	ERLPhase
	
	
	
	x

	General Electric
	x
	x
	x
	x

	Helinks
	
	x
	x
	x

	Kalkitech
	
	
	x
	x

	KEPCO
	
	
	
	x

	Koncar
	
	
	x
	

	Meinberg Radioclocks
	
	
	
	x

	Moxa
	
	
	x
	x

	OMICRON
	
	x
	x
	x

	NovaTech
	
	
	x
	x

	NR Electric
	
	
	x
	x

	OPAL-RT
	
	
	
	x

	OSIsoft
	x
	
	
	x

	Palo Alto Networks
	
	
	
	x

	Maschinenfabrik Reinhausen GmbH
	
	
	
	x

	RTDS
	x
	x
	x
	x

	SAC China
	
	
	
	x

	Siemens 
	x
	x
	x
	x

	Schneider Electric
	x
	x
	x
	

	Schweitzer Engineering
Laboratories
	x
	x
	x
	x

	Sertel Electronics
	
	
	x
	

	Siemens
	x
	x
	x
	x

	Siemens/RuggedCom
	x
	X
	x
	x

	SISCO
	x
	x
	x
	x

	Subnet Solutions
	
	
	x
	x

	SystemCORP Embedded Technology
	
	
	
	x

	Toshiba
	x
	x
	x
	x

	Triangle Microworks
	x
	x
	x
	x

	WAGO
	
	
	
	x

	Vizimax
	
	
	x
	x

	Xelas
	
	
	x
	x


[bookmark: _Ref505350569][bookmark: _Toc512531190][bookmark: _Toc513830902]Table 1:  2017 Participants and their participation in past IOPs
Table 2 shows the witnessing company participation in the 2017 IOP and the company’s past participation.
	
	Year of Participation
	

	Participant
	2011
	2013
	2015
	2017

	AEP
	
	
	
	x

	Amprion GmbH
	
	
	
	x

	Bonnevile Power Administration
	
	
	
	x

	Center Point Energy
	
	
	
	x

	Centro de Investigação em Energia REN - STATE GRID
	
	
	x
	

	ComEd
	
	
	
	x

	Cyber Sciences
	
	
	
	x

	Dominion Energy
	
	
	
	x

	DNVGL
	
	x
	x
	x

	EANDIS
	
	
	
	x

	EDF
	x
	x
	x
	x

	Elia
	
	x
	x
	

	EMS/EMC
	
	x
	x
	

	Entergy
	
	
	x
	x

	Entsoe
	
	x
	x
	

	ENSO Test
	
	
	x
	

	EPRI
	
	x
	x
	x

	FMTP Power AB
	
	
	x
	

	GridClone
	
	
	
	x

	Groupe Conseil PM SCADA Inc.
	
	
	
	x

	Hydro Quebec
	
	x
	x
	x

	It4Power
	
	x
	x
	x

	Joulz Energy Solutions
	
	
	
	x

	KERI
	
	x
	x
	x

	KTL
	
	x
	x
	x

	Leidos Engineering
	
	
	
	x

	National Grid
	
	
	
	x

	NIST
	
	
	
	x

	NuGrid Power Corp
	
	
	
	x

	Pacific Northwest National Laboratories
	
	
	
	x

	Power Grid Corporation of India
	
	
	
	x

	Quanta Technology, LLC
	
	
	
	x

	RED Electrica de Espana
	x
	x
	x
	

	RTE
	
	x
	x
	x

	Southern California Edison (SCE)
	
	
	
	x

	Salt River Project (SRP)
	
	
	
	x

	TECNALIA
	
	
	
	x

	Tesco Automation
	
	
	x
	

	Tuv Rheinland
	
	x
	x
	x

	Tuv Sud
	
	x
	x
	x

	UCA IUG
	x
	x
	x
	x

	Xanthus Consulting International
	
	
	
	x

	Zamerin
	
	x
	x
	


[bookmark: _Ref505350697][bookmark: _Toc512531191][bookmark: _Toc513830903]Table 2: 2017 Witnesses and their participation in past IOPs  
It is through the efforts of the individuals, both witnessing and participating, that made the 2017 IOP a success.
[image: C:\Users\cwong\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Word\DSC04233HIREZ_TECHGROUP.JPG]
[bookmark: _Toc513830921]Figure 2: The 2017 IOP Team


[bookmark: _Toc513830761]Integrated Application
The emphasis of the 2017 IOP was the engineering and deployment of an integrated application that consisted of two (2) substations and one control center.  The application actual protection schemes (e.g. breaker and a half) and transfer trip (e.g. between substations) as well as SCADA monitoring and control from the control center.  


[bookmark: _Toc513830922]Figure 3: High Level Concept for Integrated Application
To achieve the application integration and communication exchanges, certain aspects of IEC 61850 were utilized.


[bookmark: _Toc513830923]Figure 4: High Level Concept for Integrated Application showing Protocol Utilization
The SCADA features were accomplished using IEC 61850-8-1 Client/Server services and protocol.  Whereas, the transfer trip and distance protection were implemented utilizing Layer 2 GOOSE over a Wide Area Network (WAN).  Since a WAN was being utilized, another aspect of the integrated application became testing of IEC 61850 security and NERC CIP within the context of the application.  This meant the definition of Electronic Security Perimeters (ESPs) and the utilization of firewalls and access control technology to provide NERC CIP “compliance”.


[bookmark: _Toc513830924]Figure 5: High Level Concept for Integrated Application showing Protocol Utilization with Security Perimeters
The High-Level Design (HLD) shows three (3) ESPs, each with a firewall with access control capability providing the external interface to the ESP.  The SCADA exchanges were to be tested between the control center and each substation utilizing IEC 61850 secure and non-secure Client/Server services.  The transfer trip and distance protection functions were performed using Layer 2 GOOSE through firewalls.  Each WAN path was encrypted via the ESP edge devices (e.g. routers/firewalls).  Since NERC CIP currently has an exclusion for Layer 2 GOOSE because of performance requirements, one of the objectives of the integrated application was to test the need for this exclusion.

[image: ]
[bookmark: _Toc513830925]Figure 6: Communication Network Conceptual HLD
Within Substation 1, the network design called for a combination of PRP and HSR.
[image: ]
[bookmark: _Toc513830926]Figure 7: Substation 1 PRP and HSR High Level Connectivity
Substation 1 also included the integration of Process Bus.
[image: ]
[bookmark: _Toc513830927]Figure 8: Substation 1 Process Bus Connectivity HLD
The network was designed to support the following Single Line Diagram/application.


[image: ]
[bookmark: _Toc513830928]Figure 9: HLD Single Line Diagram
The integrated application ended up consisting of a SCL solution consisting of fifty-eight (58) individual devices or applications.  This count did not include firewalls, ethernet switches, or PTP clocks.


[bookmark: _Ref479252951][bookmark: _Toc513830929]Figure 10  Partial Single Line Diagram showing typical objects, devices and signals
It was hoped that the actual SCL engineering would have been completed prior to the setup day of the IOP (e.g. October 14th).  However, the actual SCL engineering process did not start until later in the afternoon of October 14th.  This delayed the start of integrated testing until the afternoon of October 16th although some non-structured testing was able to be accomplished.    
One of the major issues encountered during the engineering process was the poor quality of the IED Capability Description (ICD) files provided by the vendors and the IED Configuration Tools.  There were approximately twenty-four (24) iterations of the System Configuration Description (SCD) file prior to the final SCD being issued.
 Not only was the SCL engineering delayed, but the Ethernet network setup did not progress as planned.  The intent was to complete the network setup on October 14th.  There were three different Ethernet infrastructure providers for the integrated application (CISCO, Belden/Hirschmann, and Siemens RuggedCom).   The network setup for the integrated application started on October 14th and the network was functional by mid-day of October 15th.  Then one or more vendors inadvertently improperly connected the LAN A and LAN B of the main PRP network. To diagnose this issue, all IEDs/applications were required to be detached from the network and then reconnections were supervised by the network infrastructure team.  This delayed testing until October 16th as well.
Although the SCL engineering and network issues delayed the start of actual testing, these represented real-world issues that could be encountered in staging IEC 61850 substations and to accomplish this level of integration in two (2) days proves that the IEC 61850 engineering process can decrease the commissioning time of a substation.
[bookmark: _Toc513830762]Results

It was hoped that the actual SCL engineering would have been completed prior to the setup day of the IOP (e.g. October 14th).  However, the actual SCL engineering process did not start until later in the afternoon of October 14th.  This delayed the start of integrated testing until the afternoon of October 16th although some non-structured testing was able to be accomplished.    
One of the major issues encountered during the engineering process was the poor quality of the IED Capability Description (ICD) files provided by the vendors and the IED Configuration Tools.  There were approximately twenty-four (24) iterations of the System Configuration Description (SCD) file prior to the final SCD being issued.
 Not only was the SCL engineering delayed, but the Ethernet network setup did not progress as planned.  The intent was to complete the network setup on October 14th.  There were three different Ethernet infrastructure providers for the integrated application (CISCO, Belden/Hirschmann, and Siemens RuggedCom).   The network setup for the integrated application started on October 14th and the network was functional by mid-day of October 15th.  Then one or more vendors inadvertently improperly connected the LAN A and LAN B of the main PRP network. To diagnose this issue, all IEDs/applications were required to be detached from the network and then reconnections were supervised by the network infrastructure team.  This delayed testing until October 16th as well.
There was an additional design issue regarding Ethernet and Sampled Values.  Due to the number of merging units on the concentrated process bus (all units were on a single VLAN), the bandwidth utilization exceeded 100MB and the traffic needed to be segmented onto two different VLANs.  This caused network configuration and SCL changes.
Although the SCL engineering and network issues delayed the start of actual testing, these represented real-world issues that could be encountered in staging IEC 61850 substations and to accomplish this level of integration in two (2) days proves that the IEC 61850 engineering process can decrease the commissioning time of a substation.
The application and network were able to be utilized for testing of Client/Server, security, transfer trip, and distance protection.  Additionally, the infrastructure was utilized to successfully test Routable Sampled Values (R-SV).
The NERC CIP exclusion for GOOSE was found to not be required, although design choices were found to be important.
[image: ]
[bookmark: _Ref505348406][bookmark: _Toc513830930]Figure 11: Propagation Delay of Layer 2 GOOSE (1 second between state changes) SUB 1 to SUB 2
Figure 11 shows the propagation delay as measured between Substation 1 and Substation 2 by using an OMICRON Daneo device.  The figure is measuring the propagation delay of a GOOSE whose state changes at a 1 second interval.  
[image: ]
[bookmark: _Ref505348596][bookmark: _Toc513830931]Figure 12: Propagation Delay of Layer 2 GOOSE (1 msec second between state changes) SUB 1 to SUB 2
Figure 12 shows the same propagation observation when the state change is 1 msec versus 1 second.  Although, most of the propagation delay is below 1 msec (e.g. average + standard deviation), there are unexplained outliers. Upon investigation, the outliers appeared to be due to the software implementation of Layer 2 Tunneling Protocol (L2TP) in one of the routers.  L2TP is the protocol of choice that is used to route Layer 2 GOOSE over a WAN.  Therefore, for high event links, the choice of the appropriate implementation is key.



[bookmark: _Toc513830763]Routable GOOSE and Routable Sampled Value


[bookmark: _Toc513830932]Figure 13: Overview of R-GOOSE and R-SV Testing
This was a new testing area added for the 2017 IOP. The testing continued for the full number of days of the IOP including some adhoc testing in regards of how to diagnose problems in exchanges given the use of IGMP.
No major issues were encountered.
[bookmark: _Ref382304532][bookmark: _Toc385597213][bookmark: _Toc513830764]Security
Security was a specific test area added for this IOP. Although test cases were developed for Client/Server, GOOSE, and Infrastructure participation, many of the test cases were not executed due to involvement of vendors with other tests pertaining to other aspects of the Integrated Application.

[bookmark: _Toc513830933]Figure 14: Security - Test Case Execution Distribution Summary
Figure 25 shows the number of available major test cases available for each of the security test campaigns.  Of the test cases executed or observed, none generated failed test results.  The following figure shows the distribution of results.

[bookmark: _Toc513830765]SCL 

The philosophy in 2015 was to not only validate the SCL file exchanges, but also the holistic approach with the IED communication (GOOSE and Client/server) based on the generated SCL files. The two (2) prevalent system engineering strategies, so-called top-down and bottom-up, both were tested. Additionally, the 2015 IOP was designed to test standard agreements regarding:
· 
Engineering, configuration, and co-existence of Edition 2 and Edition 1 tooling and devices.

There are incompatibilities between IEC 61850-6 ED.1 and IEC 61850-6 ED.2.  These incompatibilities represented a barrier for systems migrating towards or integrating with newer devices and tooling.  IEC TC57 WG10 developed a set of recommendations regarding the engineering process to support both Edition 1 and Edition 2 engineering within an integrated system.  The developed workflow is shown in Figure 15.


[bookmark: _Ref441561273][bookmark: _Toc442038875][bookmark: _Toc513830934]Figure 15: Engineering workflow for ED.1 and ED.2 integrated systems

During the testing of this workflow, it proved successful and is currently being written into the IEC 61850-6 ED2.1. 
· Agreements regarding subscriptions and reservations for Report Control Blocks, GOOSE subscriptions, and Sample Value subscriptions.



[image: ]
[bookmark: _Toc385597366][bookmark: _Toc442038876][bookmark: _Toc513830935]Figure 16: Reference model for information flow in the configuration process (from IEC 61850-6)
The Top-Down philosophy is the one that is documented in IEC 61850-6.  This integration strategy starts with the creation of a Single Line Diagram (SLD).  In addition to the SLD, system specifications are created, some of which specify what communication functionality is required.  The SLD and specifications are then translated into an SCL System Specification File (SSD).  The SSD is augmented, through imports or IED Capability Description (ICD) SCL files for individual IEDs.  The System Configurator is then used to associate/instantiate Logical Nodes, control blocks, data sets, and subscriptions. The System Configurator outputs the System Configuration Description (SCD) file. This file is then imported by an IED Configurator.  The IED Configurator can make minor changes to the IED related contents of the SCD and can then export the revised information as an Instantiated IED Description (IID) file.  Additionally, the IED configuration is logically exported as a Configured IED Description (CID) file. The overall process starts with requirements and flows down through the engineering process and ends up configuring an IED.  Thus the name of Top-Down was assigned.
Integration strategies exist which don’t follow the top down approach.  These strategies typically start with configuring an IED.  The IED configuration information is provided to the System Configurator using either IID or CID files.   Since the IED Configuration is being used to initially configure the System Configurator, this strategy was named Bottom-up.
It is worthwhile to note that in Edition 2 of IEC 61850-6 only IID files are specified for the exchange from the IED Configurator to System Configurator.  However, in Edition 1, it was the CID that was used for this exchange, but these conflicts with the definition of its use in Edition 2.  However, to allow integration of Edition 1 devices into Edition 2 SCL files, this exchange is needed. 
There were 24 issues reported regarding SCL.  Several were misunderstandings, some required clarifications, some required Technical Issues (TISSUES) to be entered and resolved.   In some cases, even though there was a misunderstanding, it was decided that the standard needs some amount of clarification.  For these issues, the issues are included in both categories. At this time, most of the reported problems have been closed, but there are a few remaining that need to be addressed by IEC TC57 WG10.

[bookmark: _Toc513830766]Precision Time Protocol (PTP)

There were 10 participating companies.  Some companies participated in both the 61850-9-3 testing and the IEEE C37.238 testing.  There was only NTP testing in the previous IOPs prior to 2015.
Of these 10 companies, 9 participated in 61850-9-3 testing and 7 participated in IEEE C37.238 testing.  This indicates that there is good support for both versions.  However, users should be specifying IEC 61850-9-3 compatible equipment.
There were ten (10) issues reported during testing.  Several of the issues require clarification in the standards.

[bookmark: _Toc513830767]Participation

The target of that IOP was not only focused on demonstrating interoperability between devices that may have been demonstrated already in real projects, but also to focus on finding and addressing potential source of issues. To that end:
· The detailed result tables show test results for specific conditions and as such may not be applicable to user systems where interoperability may/may not still be achieved. 

·  Each participant was responsible to focus on achieving maximum test coverage with the numerous other vendors, to demonstrate specific combinations required by witnesses, or to tackle supposed source of issues to be even more interoperable future.

· Certified products and prototypes were part of the test. The test results provide an idea of the interoperability, but not necessarily an exhaustive overview of the possibilities on the market.

· Feedbacks and lessons learned from the IOP are expected to be improved in vendor tools and products to reach an even better interoperability in the next projects and IOPs.



[bookmark: _Toc385597363][bookmark: _Toc442038871][bookmark: _Toc513830936]Figure 17: Participation increase in 2017
There were several 2017 participants that also participated in the 2011, 2013, and the 2015 tests.  These companies tended to be more prepared for the 2017, but with the shift to testing as part of an integrated applications, the addition experience was not as beneficial as it could have been.  Since the 2019 IOP will be re-executing an integrated application, the participants of the 2017 IOP should have the experience to make 2019 even more successful. The 2017 participants are shown in following table indicating which IOP years they have participated in.
	
	Year of Participation
	

	Participant
	2011
	2013
	2015
	2017

	ABB
	
	x
	x
	x

	Alstom
	x
	x
	x
	x

	ARC Informatique
	x
	x
	x
	

	Belden/Hirschman
	x
	
	
	x

	CISCO
	
	x
	
	x

	CopaData
	
	
	x
	x

	CYG Sunri
	
	
	
	x

	Doble
	
	
	x
	x

	DoWoo Digitech
	
	
	
	x

	Efacec	
	x
	x
	x
	

	ERLPhase
	
	
	
	x

	General Electric
	x
	x
	x
	x

	Helinks
	
	x
	x
	x

	Kalkitech
	
	
	x
	x

	KEPCO
	
	
	
	x

	Koncar
	
	
	x
	

	Meinberg Radioclocks
	
	
	
	x

	Moxa
	
	
	x
	x

	OMICRON
	
	x
	x
	x

	NovaTech
	
	
	x
	x

	NR Electric
	
	
	x
	x

	OPAL-RT
	
	
	
	x

	OSIsoft
	x
	
	
	x

	Palo Alto Networks
	
	
	
	x

	Maschinenfabrik Reinhausen GmbH
	
	
	
	x

	RTDS
	x
	x
	x
	x

	SAC China
	
	
	
	x

	Siemens 
	x
	x
	x
	x

	Schneider Electric
	x
	x
	x
	

	Schweitzer Engineering
Laboratories
	x
	x
	x
	x

	Sertel Electronics
	
	
	x
	

	Siemens
	x
	x
	x
	x

	Siemens/RuggedCom
	x
	X
	x
	x

	SISCO
	x
	x
	x
	x

	Subnet Solutions
	
	
	x
	x

	SystemCORP Embedded Technology
	
	
	
	x

	Toshiba
	x
	x
	x
	x

	Triangle Microworks
	x
	x
	x
	x

	WAGO
	
	
	
	x

	Vizimax
	
	
	x
	x

	Xelas
	
	
	x
	x


[bookmark: _Ref382818060][bookmark: _Toc385597424][bookmark: _Toc512531192][bookmark: _Toc513830904]Table 3:  2017 Participants and their participation in past IOPs

Each participating company had options to participate in the different test areas:  SCL, Integrated Application, Security, Time Synchronization, and R-GOOSE/ R-SV testing. The sub-area participation information can be found in the individual sections.


The following is a list of witnesses that participated in the 2015 IOP. The table also shows if the witnessing company has participated in other IOPs.
	
	Year of Participation
	

	Participant
	2011
	2013
	2015
	2017

	AEP
	
	
	
	x

	Amprion GmbH
	
	
	
	x

	Bonnevile Power Administration
	
	
	
	x

	Center Point Energy
	
	
	
	x

	Centro de Investigação em Energia REN - STATE GRID
	
	
	x
	

	ComEd
	
	
	
	x

	Cyber Sciences
	
	
	
	x

	Dominion Energy
	
	
	
	x

	DNVGL
	
	x
	x
	x

	EANDIS
	
	
	
	x

	EDF
	x
	x
	x
	x

	Elia
	
	x
	x
	

	EMS/EMC
	
	x
	x
	

	Entergy
	
	
	
	x

	Entsoe
	
	x
	x
	

	ENSO Test
	
	
	x
	

	EPRI
	
	x
	x
	x

	Entergy
	
	
	x
	x

	FMTP Power AB
	
	
	x
	

	GridClone
	
	
	
	x

	Groupe Conseil PM SCADA Inc.
	
	
	
	x

	Hydro Quebec
	
	x
	x
	x

	It4Power
	
	x
	x
	x

	Joulz Energy Solutions
	
	
	
	x

	KERI
	
	x
	x
	x

	KTL
	
	x
	x
	x

	Leidos Engineering
	
	
	
	x

	National Grid
	
	
	
	x

	NIST
	
	
	
	x

	NuGrid Power Corp
	
	
	
	x

	Pacific Northwest National Laboratories
	
	
	
	x

	Power Grid Corporation of India
	
	
	
	x

	Quanta Technology, LLC
	
	
	
	x

	RED Electrica de Espana
	x
	x
	x
	

	RTE
	
	x
	x
	x

	Southern California Edison (SCE)
	
	
	
	x

	Salt River Project (SRP)
	
	
	
	x

	TECNALIA
	
	
	
	x

	Tesco Automation
	
	
	x
	

	Tuv Rheinland
	
	x
	x
	x

	Tuv Sud
	
	x
	x
	x

	UCA IUG
	x
	x
	x
	x

	Xanthus Consulting International
	
	
	
	x

	Zamerin
	
	x
	x
	


[bookmark: _Toc512531193][bookmark: _Toc513830905]Table 4: 2015 Witnesses and their participation in past IOPs  
As more IOPs occur, the ability to have the same companies/personnel participate allows building more core competency and more complex testing.
Table 5 shows the number of issues logged during the past IOPs.
	
	Number of issues encountered
	

	Test Area
	2013
	2015	
	2017

	SCL
	58
	24
	19

	Client/Server
	15
	9
	2

	GOOSE
	5
	0
	2

	SV
	2
	2
	1

	Networking
	2
	2
	1

	Time Sync
	
	1
	10

	Security
	
	
	2

	R-GOOSE
	
	
	1

	Total Reported
	82
	38
	38


[bookmark: _Ref441994381][bookmark: _Toc512531194][bookmark: _Toc513830906]Table 5: Tabular summary of issues reported
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Part 9-3: Precision Time Protocol Profile for Power Utility Automation 
(Published on 2016-05-31) [Ref A]

	IEC 61588:2009
	[bookmark: REFB]IEC 61588:2009 Precision clock synchronization protocol for networked measurement and control systems [Ref B]
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	[bookmark: REFC]IEEE Standard Profile for Use of IEEE 1588 Precision Time Protocol in Power System Applications[Ref C]



[bookmark: _Toc513830769]Abbreviations

	SCL
	System Configuration Language

	IED
	Intelligent Electronic Device

	PIM
	Protocol Independent Multicast

	BMCA
	Best Master Clock Algorithm

	GM
	Grand Master

	DUT
	Device Under Test

	PPS
	Pulse Per Second

	OC
	Ordinary Clock

	TC
	Transparent Clock

	E2E
	End to End

	RSTP
	Rapid Spanning Tree Protocol

	NERC
	North American Electric Reliability Corporation

	NERC CIP
	NERC Critical Infrastructure Protection

	GOOSE
	Generic Object Oriented Substation Event as defined in IEC 61850-8-1.

	WAN
	Wide Area Network

	VPN
	Virtual Private Network

	L2
	Layer 2

	SCSM
	Specific Communication Service Mapping

	MMS
	Manufacturing Message Specification as defined by ISO 9506.

	R-GOOSE
	Routable GOOSE

	SV
	Sampled Values

	R-SV
	Routable SV

	PTP
	Precision Time Protocol

	TLV
	Tag, Length, Value

	ATOI
	Alternative Time Offset Indicator

	NA
	Not Applicable
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[bookmark: _Toc511744562][bookmark: _Toc512506337][bookmark: _Toc513830771]Participation

The Integrated Application was divided into three different areas: Control Center, Substation 1, and Substation 2.  Within Substation 1, there was a further subdivision participation based upon the single line diagram (e.g. High Voltage or Low Voltage).
[bookmark: _Toc511744563][bookmark: _Toc512506338][bookmark: _Toc513830772]Client/Server and Publisher/Subscriber Participation
[bookmark: _Hlk511652898]
 The following table was derived from analyzing the following SCD files produced for the integrated applications: 
· Substation 1, High Voltage: IntegratedApplication.scdHV_v12.zip (Version 12 of the HV part of the substation)
· Substation 1, Low Voltage:  IOP_LV_v5.1_All_Fix_Rtds.scd
· Substation 2: SUB2V009.scd
The SCDs, in general, were a mixture of Edition 1 and Edition 2 devices done as prescribed by IEC 61850-6 Amm1 (a.k.a Edition 2.1).
	Company
	Device
	Edition
(1,2)
	Client/
Server
	GOOSE
	SV
	PTP
Support
	Comments

	
	
	
	C
	S
	P
	S
	P
	S
	
	

	ABB
	SAM600
	2
	
	
	
	
	x
	
	
	

	ABB
	670
	2
	
	x
	x
	x
	
	n3
	
	

	ALSTOM
	P645
	2
	
	x
	x
	x
	
	
	
	

	ASE
	61850Client
	2
	x
	
	
	x
	
	
	
	

	COPA-DATA
	Zenon
	2
	x
	
	
	
	
	
	
	

	COPA-DATA
	Zenon
	2
	x
	
	
	
	
	
	
	

	COPA-DATA
	Zenon
	2
	x
	
	
	
	
	
	
	

	ERL
	TPRO 4000
	2
	
	x
	x
	n1
	
	
	
	

	ERL
	TESLA 4000
	2
	
	x
	X
	n1
	
	
	
	

	ERL
	LPRO 4000
	2
	
	x
	x
	n1
	
	
	
	

	ERL
	ESLA 4004
	2
	
	x
	x
	n1
	
	
	
	

	ERL
	BPRO 4002
	2
	
	x
	x
	n1
	
	
	
	

	ERL
	TPRO 4000
	2
	
	x
	x
	n1
	
	
	
	

	GE
	T60
	2
	
	x
	x
	x
	
	
	
	

	GE
	MU320
	2
	
	x
	x
	x
	
	x
	
	

	GE
	DS Agile C066
	2
	
	x
	x
	x
	
	
	
	

	GE
	DS Agile C264
	2
	x
	x
	
	x
	
	
	
	

	GE
	T60
	2
	
	x
	x
	x
	
	
	
	

	GE
	T60
	2
	
	x
	x
	x
	
	
	
	

	GE
	D60
	2
	
	x
	x
	n3
	
	
	
	

	KalkiTech
	Sync3K
	2
	
	x
	x
	x
	
	
	
	

	KalkiTech
	Sync3K
	2
	
	x
	x
	x
	
	
	
	

	Maschinenfabrik Reinhausen GmbH
	TAPCON
	2
	
	x
	x
	x
	
	
	
	

	NovaTech
	M871
	1
	
	x
	x
	n4
	
	
	
	

	NovaTech
	PX20
	2
	
	x
	x
	n4
	
	
	
	

	NRR
	PCS-9611
	1
	
	x
	x
	n8
	
	n9
	
	

	NRR
	PCS-9611
	1
	
	x
	x
	n8
	
	n9
	
	

	NRR
	PCS-9611
	1
	
	x
	x
	n8
	
	n9
	
	n10

	OMICROM
	
	1
	
	x
	x
	n1
	
	
	
	n7

	OMICRON
	ISIO200
	2
	
	x
	x
	n4
	
	
	
	

	OPAL-RT
	Simulator
	1
	
	
	x
	x
	x
	x
	
	n11

	OSISOFT
	PI Interface
	2
	x
	
	
	
	
	
	
	

	RTDS
	GTNETx2
	2
	
	x
	x
	n4
	
	
	
	

	RTDS
	SV
	2
	
	x
	
	
	x
	x
	
	

	RTDS
	GTNETx2
	2
	
	x
	x
	n4
	
	
	
	

	RTDS
	SV
	2
	
	x
	
	
	x
	x
	
	

	SEL
	SEL_421_7S
	2
	
	x
	x
	x
	x
	x
	c37_238
	

	SEL
	751
	1
	
	x
	x
	n1
	
	
	
	

	SEL
	SEL_421_7S
	2
	
	x
	x
	x
	x
	x
	c37_238
	

	Siemens
	Siprotec-7SX8xx
	2
	x
	x
	x
	x
	x
	
	
	

	Siemens
	Siprotec-7SX8xx
	2
	x
	x
	x
	x
	x
	
	
	

	Siemens
	7UT85
	2
	
	x
	x
	n4
	
	
	
	

	Siemens
	Siprotec-7SX8xx
	2
	
	x
	x
	x
	
	
	
	

	SISCO
	AXS4-61850 Simulated Server
	2
	
	x
	x
	x
	
	
	
	

	SISCO
	Proxy (AXS4-6180)
	2
	x
	x
	x
	x
	
	
	
	

	SISCO
	
	1
	x
	
	
	
	
	
	
	n7

	Subnet
	CLIENT_1
	1
	x
	
	
	
	
	
	
	

	Subnet
	gateway
	1
	x
	x
	
	
	
	
	
	n10

	SZNARI
	PRS-7367
	1
	
	x
	x
	n1
	
	
	
	

	Toshiba
	GRL200
	2
	
	x
	x
	n1
	
	
	
	

	Triangle Microworks
	LINE_BC
	2
	
	x
	x
	n1
	
	
	
	

	Triangle Microworks
	LINE_BC
	2
	
	x
	x
	n1
	
	
	
	

	Vizimax
	PMU010000
	2
	
	
	x
	
	x
	
	
	

	Vizimax
	PMU010000
	2
	
	
	x
	
	x
	
	
	

	Vizimax
	PMU010000
	2
	
	
	x
	
	x
	
	
	

	Wago
	Telecontrol application
	2
	x
	x
	x
	x
	
	
	
	n10

	Xelas
	Prot-BC
	1
	
	x
	x
	n1
	
	
	
	

	ZNARI
	PRS-7395
	1
	
	x
	x
	n5
	
	
	
	n6



[bookmark: _Ref511381747][bookmark: _Toc512531195][bookmark: _Toc513830907]Table 6:Integrated Application Device Participation


n1 – Device vendor documentation claims support for GOOSE subscriptions, that capability is not declared in the SCL SCD file. The vendor ICD declares Edition 1. In Edition 1 SCL, there was no mechanism to declare GOOSE subscription support. Therefore, SCTs may need the ability to manually enter this information as part of a mixed SCD.

n2 – Device vendor documentation claims support for SV publication.  ICD was of Edition 2 and did not contain the SMVSettings section declaring this support.  Therefore, the support declaration did not appear in the SCD.
n3 – Device vendor documentation claims support for SV subscription.  ICD was of Edition 2 and did not contain ClientServices the declaring this support.  Therefore, the support declaration did not appear in the SCD.
n4- Device vendor documentation claims support for GOOSE subscription.  ICD was of Edition 2 and did not contain the ClientServices declaring this support.  Therefore, the support declaration did not appear in the SCD.
n5- Device vendor declares support for GOOSE subscriptions in vendor documentation, but explicitly declares no support in the devices ICD.
n6- Device declares Edition 1 SCL, but includes Edition 2 ClientServices.
n7 – No manufacture or type provided in the SCD. ICD had the information in it.
n8 – Vendor declares support for GOOSE subscriptions in ClientServices, but then indicates that it can subscribe to a maximum of 0.  Thus, there is a conflict in ClientServices.
n9 – Vendor declares support for SV subscriptions  in ClientServices, but then indicates that it can subscribe to a maximum of 0.  Thus, there is a conflict in ClientServices.
n10 – ICD declared Edition 2 support.  Edition 1 support was reflected in SCD.
n11 -  ICD did not contain a Services section.
The analysis of vendor documentation, SCDs, and ICDs revealed several SCL issues.  In general the issues can be summarized as:
· Edition 2 device vendors have not included the ClientServices declaration for GOOSE and SV subscriptions as required by the standard.  There is apparent confusion regarding the text in the standard which reads:

From IEC 61850-6:2009 – “Indicates which general service classes this IED can use as a client: goose, gsse, sampled values (sv), unbuffered reporting (unbufReport), buffered reporting (bufReport), reading logs (readLog). Default (missing element): supported client
services not known (except possibly from GOOSE/GSSE elements).

· There are occasional conflicts within the ClientServices.  As an example a vendor may declare support for GOOSE subscriptions, but set the maximum number of GOOSE subscriptions to zero (0).  It would be expected that the maximum number be greater than zero(0) in this instance.  IEC 61850 SCL validators (e.g. not XML validation) needs to be improved in order to detect these types of conditions.

· Edition 1 devices have no mechanism to declare subscription capability since this construct was added in Edition 2 and additional capabilities are being added in the upcoming amendment.
Resolving and correcting these types of issues is imperative to allow the SCL Engineering process to be efficient and self-documenting.
The implementations found in Table 6 were used as part of the following Single Line Diagram (SLD):
[image: ]
[bookmark: _Toc513830937]Figure 18: HLD Single Line Diagram
The integrated application ended up consisting of a SCL solution consisting of fifty-eight (58) individual devices or applications.  This count did not include firewalls, ethernet switches, or PTP clocks.


[bookmark: _Toc513830938]Figure 19  Partial Single Line Diagram showing typical objects, devices and signals

[bookmark: _Toc511744564][bookmark: _Toc512506339][bookmark: _Toc513830773]Time Synchronization Participation

There were five (5) different PTP Grandmasters participating in the integrated application.  None of these appeared in any of the SCD files.  The grandmasters were being provided actual GPS signals. The PTP grandmasters were provided by:
· GE
· Meinberg
· OMICRON
· SEL
· Siemens 
In order to provide IRIG-B signals based upon PTP, OMICRON also provided a PTP to IRIG-B converter (TICRO 100).
None of the clocks sources participating in the Integrated Application were configured as part of the SCD files.
[bookmark: _Toc511744565][bookmark: _Toc512506340][bookmark: _Toc513830774]Network Infrastructure Participation
There were several infrastructure vendors (e.g. switches, routers, red-boxes) that participated as well.  These vendors are shown in the following table. Many of the companies provided more than one instance of the devices in the table.
	Company
	Device
	Device Type
	Supports

	
	
	
	HSR
	PRP
	PTP

	Belden
	GRS1042
	Router
	
	
	x

	Belden
	RSPE35
	Switch
	x
	x
	x

	Belden
	RSP35
	Switch
	X
	x
	x

	CISCO
	IE-4010
	Switch
	
	
	x

	CISCO
	CGR-2010
	Router
	
	
	

	CISCO 
	ISA-3000
	Firewall
	
	
	

	GE
	S20
	Switch
	
	
	x

	GE
	H49
	Red Box
	x
	x
	x

	OMICRON
	Switch
	
	
	
	x

	SEL
	Firewall
	
	
	
	

	SEL
	Switch
	
	
	
	

	Siemens
	RX1500
	Router
	
	
	

	Siemens
	RSG2488
	Switch[footnoteRef:1] [1:  Also operated as a PTP Grandmaster.] 

	
	
	x

	Moxa
	PT-7728-PTP
	Switch
	x
	x
	x

	Moxa
	PT-G503
	Redbox/QuadBox
	x
	x
	x

	Moxa
	PT-G7828
	Switch
	
	
	x


[bookmark: _Toc512531196][bookmark: _Toc513830908]Table 7: Integrated Application Network Infrastructure Vendors
None of the infrastructure devices were configured as part of the SCDs.
The High-Level Design (HLD) for the integrate application consisted of three (3) Electronic Security Perimeters (ESPs) being the Control Center, Substation 1, and Substation 2.
[image: ]

[bookmark: _Toc513830939]Figure 20: Communication Network Conceptual HLD
Within Substation 1, the network design called for a combination of PRP and HSR.
[image: ]
[bookmark: _Toc513830940]Figure 21: Substation 1 PRP and HSR High Level Connectivity
Substation 1 also included the integration of Process Bus.
[image: ]
[bookmark: _Toc513830941]Figure 22: Substation 1 Process Bus Connectivity HLD

[bookmark: _Toc511744566][bookmark: _Toc512506341][bookmark: _Toc513830775]Summary of Test Results

There were several issues that prevented test execution to begin as scheduled and caused a 1.5 to 2 day delay in testing.  The issues were:
· The SCDs were not prepared in advanced and the engineering of the integrated application (e.g. 2 substations and a control center) was started during the set-up day.

· After initial staging of the Substation 1 network, an inadvertent connection was made between LAN A and LAN B of the PRP network.  This caused the Ethernet infrastructure to be non-reliable and had to be torn down and re-integrated.

· Additionally, the SCDs required further updating due to process bus needing to be split across two (2) VLANs.  The split was required due to bandwidth utilization that exceeded 100 MB when a single VLAN was utilized.
The detailed test results can be found in the following sections.  Of the ninety (90) possible test cases, sixty recorded at least one execution, thirty were not executed.

[bookmark: _Toc513830942]Figure 23:  Test Case Execution Summary
Of those executed, the following is the distribution of Pass, Fail, and Inconclusive.

[bookmark: _Toc513830943]Figure 24: Distribution of Test Results
The figure shows that even though there was a delay to the testing, many tests were recorded with the vast majority being the expected results.



	

[bookmark: _Toc511744567][bookmark: _Toc512506342][bookmark: _Toc513830776]Test Cases and Results

The following notation is used in the test results:
· <Blank> - Test case was not executed

· P -  Test execution yielded the expected result.

· I -  Test execution yielded inconclusive results.

· F – Test execution yielded results that were determined to be a failure to meet the expected results.

· n<x> - Indicates that a notation is relevant to the test result.
[bookmark: _Toc476217557][bookmark: _Toc495300845][bookmark: _Toc511744568][bookmark: _Toc512506343][bookmark: _Toc513830777]IED Isolation Testing

Purpose:  To determine if IEDs can be tested as part of an integrated system.  There are two major use cases:  
1. The ability of an IED to operate of test unit data instead of real process data while still participating in the overall system. This allows IEDs to be provided test data and drive the whole system reaction based upon the test data.  This will be referred to as non-isolated testing/system testing.

1. The ability of an IED to operate of test unit data instead of real process data and to be logically isolated from the rest of the system (e.g. the system knows not to use the information provided by the IED).  This will be referred to as isolated testing/unit testing.
Preconditions and explanation: In order to perform these tests, especially for GOOSE, dataSets must be created that include the appropriate quality values for the information being conveyed.  This is due to the fact that for use case 2, it will be the quality that conveys either the q.test = true.  It is this indication that other IEDs will need to use in order to determine if the data is usable for processing.  In order to be conformant, subscribing IEDs have to ignore data with q.test=true unless the subscribing IED is in test mode itself.
Please note that there are two bits for simulation/test: one in the GOOSE Ethernet reserved field, and one in the application level.
[bookmark: _Toc476217558][bookmark: _Toc512506344]Non-Isolated Testing/System Testing (IED mode “on”)

Purpose:  This test is to ensure that an individual IED can utilize test set data and still participate in the overall system (i.e. the data sent by that IED has q.test=false).  This allows the system application to be tested using test sets.
Precondition:  Test set will be “mimicking” an IED in the system for which the IED under test has GOOSE subscriptions.  
Test case 1 is a precondition for the execution of any Non-Isolated tests.
[bookmark: _Toc476217559]Precondition Verification:  IED is in mode “on” (Test Case 1)

[bookmark: _Toc495300846][bookmark: _Toc512506345]Test case name: IEDNONISO-NORMAL-CLIENT-N1

Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process.
Precondition:  The IED under test must allow to switch Mod/Beh (must allow remote control i.e. LLN0.LocSta = false).
Test steps:
1. The client will monitor the value of LLN0.Mod and LLN0.Beh.
1. If the value is ON, no further action is required.  Otherwise, the client will set the value of Mod to ON.
Expected Results:  It is expected that the value of Mod.Beh will be ON.
[bookmark: _Toc512506346][bookmark: _Hlk511825852]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	

	SEL
	751
	
	P
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	

	Siemens
	7UT85
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	

	Toshiba
	GRL 200
	
	
	P
	P
	

	GE
	C264
	
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	P



[bookmark: _Toc476217560][bookmark: _Toc512506347]Normal Test Cases

[bookmark: _Toc476217561][bookmark: _Toc512506348]GOOSE

Precondition:  LLN0.Mod should be set to a value of ON.  All participating LNx.Mod value should be ON.  The LLN0.Beh value should reflect a value of ON (same with the LNx values).   This needs to be verified through HMI/Client interaction and represents a test case as part of the client/server part of this test.
[bookmark: _Toc476217562][bookmark: _Toc512506349]IEDs can ignore simulated data (Test Case 1) IEDNONISO-NORMAL-GOOSE-N1
Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process.
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing the GOOSE messages with the Simulation bits set and data quality=good.
Expected Results:
1. Because LPHD.Sim is false, It is expected that the IED under test will not take action on the test set information.
1. If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.
1. The rest of the IEDs in the system should be unaffected. 
Test Results

	
	
	Publisher

	Subscriber
	Company
	RTDS
	TMW
	Wago
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	GTNETx2
	Test Suite Pro
	750-8202/025-002
	TPRO 4000
	TAPCON

	NR Electric
	PCS 9611
	P
	
	
	
	

	Toshiba
	GRL 200
	
	P
	
	
	

	Wago
	750-8202/025-002
	
	P
	
	
	

	Xelas
	Simulator
	
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	I, n1
	

	ERLPhase
	TPRO 4000
	
	
	
	
	I, n1

	n1 – Was not possible to distinguish the difference between simulated and normal GOOSE messages.




[bookmark: _Toc476217563][bookmark: _Toc512506350]IEDs can respond appropriately to simulated data (Test Case 2) IEDNONISO-NORMAL-GOOSE-N2
Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process. 
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing the GOOSE messages with the Simulation bits set and data quality=good.
1. The LPHD.Sim value is set to true in the IED under test.
1. After some time, and observing the reaction of the IED under test, set the LPHD.Sim value to false in the IED under test.

Expected Results:
1. After step 3, it is expected that the IED under test will not take action on the test set information.
0. If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.
The witness should note that value of LGOS.LastStNum as it will be used for the next step expected results.
1. After step 4, it is expected that the IED under test will take action on the test set information.
1. If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be true.  
It is highly probable that the LGOS.LastStNum value will be different than the one observed in step 1.  This would be typical and is worthwhile to check.  
The value should be recorded prior to the next test step execution.
1. The other IEDs in the system should be unaffected.  


1. After step 5, it is expected that the IED under test will not take action on the test set information.
2. If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.
It is highly probable that the LGOS.LastStNum value will be different than the one observed in step 1.  This would be typical and is worthwhile to check.  

Test Results

	
	
	Publisher

	Subscriber
	Company
	RTDS
	TMW
	Wago
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	GTNETx2
	Test Suite Pro
	750-8202/025-002
	TPRO 4000
	TAPCON

	NR Electric
	PCS 9611
	P
	
	
	
	

	Toshiba
	GRL 200
	
	P
	
	
	

	Wago
	750-8202/025-002
	
	P
	
	
	

	Xelas
	Simulator
	
	
	P
	
	

	GE
	C264
	
	
	
	I, n1
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	I, n1

	n1 – Was not possible to distinguish the difference between simulated and normal GOOSE messages.




[bookmark: _Toc476217564][bookmark: _Toc512506351]Sample Values
Precondition:  LLN0.Mod should be set to a value of ON.  All participating LNx.Mod value should be ON.  The LLN0.Beh value should reflect a value of ON (same with the LNx values).   This needs to be verified through HMI/Client interaction and represents a test case as part of the client/server part of this test.
[bookmark: _Toc476217565][bookmark: _Toc512506352]IEDs can ignore simulated data (Test Case 1) IEDNONISO-NORMAL-SV-N1
Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process.
Test steps:
1. LPHD.Sim is set to false in the IED under test.

2. Test set is configured to emulate all the SV messages for which an IED subscribes for from a particular IED.

3. Test set begins publishing the SV messages with the Simulation bits set and data quality=good. The test set contains a fault current in the SV messages in attempt to trip the IED.

Expected Results:
1. It is expected that the IED under test will not take action on the test set information.
1. If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false,  LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.
1. The rest of the IEDs in the system should be unaffected. How do we observe this? A measurement value in the IED not affected could be observed.



Test Results

	
	
	Publisher

	Subscriber
	Company
	GE
	Doble
	RTDS
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	MU320
	F6150sv
	GTNETx2
	PMU010000
	SAM600
	421-7
	6MU805

	NR Electric
	PCS-9611
	P
	P
	P
	
	
	
	

	GE
	P645
	
	
	
	P
	P
	P
	P







[bookmark: _Toc476217566][bookmark: _Toc512506353]IEDs respond appropriately on simulated data (Test Case 2) IEDNONISO-NORMAL-SV-N2
Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process. 
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate all the SV messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing the SV messages with the Simulation bits set and data quality=good. The test set contains a fault current in the SV messages to trip the IED.
1. The LPHD.Sim value is set to true in the IED under test.
1. After some time, and observing the reaction of the IED under test, set The LPHD.Sim value is set to false in the IED under test.
Expected Results:
1. After step 3, it is expected that the IED under test will not take action on the test set information.
0. The IED shall use the not-simulated values.
0. If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false, LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.
1. After step 4, it is expected that the IED under test will take action on the test set information.
1. The IED shall use the simulated values.
1. If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false, LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be true.
1. The other IEDs in the system should be unaffected  Check the response of their protection function (which should be ignoring the simulated SV).
1. After step 5, it is expected that the IED under test will not take action on the test set information.

2. If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false,  LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.


Test Results

	
	
	Publisher

	Subscriber
	Company
	GE
	Doble
	RTDS
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	MU320
	F6150sv
	GTNETx2
	PMU010000
	SAM600
	421-7
	6MU805

	NR Electric
	PCS-9611
	P
	P
	P
	
	
	
	

	GE
	P645
	
	
	
	P
	P
	P
	P





[bookmark: _Toc476217567][bookmark: _Toc512506354]Abnormal Test Cases

[bookmark: _Toc476217568][bookmark: _Toc512506355]GOOSE

[bookmark: _Toc476217569][bookmark: _Toc512506356]IED with LPHD.Sim=true get timeout if simulated GOOSE is missing IEDNONISO-ABNORMAL-GOOSE-N1

Reason: An IED with LPHD.Sim= true which received the simulated GOOSE once must not react on the not-simulated GOOSE anymore (note tissue 1151). This simulates the situation when the test set is removed after the test but somebody forgets to reset the Sim bit in the IED.
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate one of the GOOSE messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing one GOOSE message with Simulation bits set and data quality=good.
1. The LPHD.Sim value is set to true in the IED under test.
1. After some time, and observing the reaction of the IED under test, the test set is unplugged from the network. 
1. Restore LPHD.Sim to a value of false.

Expected Results:
1. After step 3, it is expected that the IED under test will not take action on the test set information.
If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.

1. After step 4, It is expected that the IED under test will take action on the test set information.
If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be true.

1. After step 5, the IED under test will show a timeout.
If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and the LGOS should indicate a timeout.
1. After step 6, it is expected that the IED under test reacts on the normal GOOSE.
If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.
Test Results

	
	
	Publisher

	
	Company
	RTDS
	OMICRON
	TMW

	Subscriber
	Device
	GTNETx2
	IED Scout
	Test Suite Pro

	Company
	Device
	
	
	

	NR Electric
	PCS 9611
	P
	
	

	Toshiba
	GRL 200
	
	
	

	Wago
	750-8202/025-002
	
	
	P




[bookmark: _Toc476217570][bookmark: _Toc512506357]IED in on mode with LPHD.Sim=true ignores simulated GOOSE with data quality=test

[bookmark: _Toc495300852]Test case name: IEDNONISO-ABNORMAL-GOOSE-N2
Reason: An IED with behavior “on” must not process data with quality=test, regardless of the LPHD.Sim status.
Test steps:
1. Test set is configured to emulate all the SV messages for which an IED subscribes for from a particular IED.
1. LPHD.Sim is set to true in the IED under test.
1. Test set begins publishing the GOOSE messages with the Simulation bits set and quality=test.
1. The test set changes values in the GOOSE message in an attempt to trigger a change in the receiving IED.
Expected results:
1. After step 3 and 4 the receiving IED must not react on the simulated GOOSE.
Test Results

	
	
	Publisher

	
	Company
	RTDS
	OMICRON
	TMW
	ERLPhase
	Maschinenfabrik Reinhausen

	Subscriber
	Device
	GTNETx2
	IED Scout
	Test Suite Pro
	TPRO 4000
	TAPCON

	Company
	Device
	
	
	
	
	

	NR Electric
	PCS 9611
	P
	
	
	
	

	Wago
	750-8202/025-002
	
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	I, n1
	

	ERLPhase
	TPRO 4000
	
	
	
	
	I, n1

	Toshiba
	GRL 200
	
	P
	
	
	

	n1 – Was not possible to distinguish the difference between simulated and normal GOOSE messages.




[bookmark: _Toc476217571][bookmark: _Toc512506358]Sampled Values

[bookmark: _Toc476217572][bookmark: _Toc512506359]IED with LPHD.Sim=true will get timeout if simulated SV is missing IEDNONISO-ABNORMAL-SV-N1

Reason:  An IED with LPHD.Sim=true which received the simulated SV once must not react on the not-simulated SV anymore (note tissue 1151). This simulates the situation when the test set is removed after the test but somebody forgets to reset the Sim bit in the IED.
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate all the SV messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing the SV messages with the Simulation bits set and data quality=good.
1. The LPHD.Sim value is set to true in the IED under test.
1. After some time, and observing the reaction of the IED under test, the test set is unplugged from the network.
1. Restore LPHD.Sim to a value of false.

Expected Results:
1. After step 3, it is expected that the IED under test will not take action on the test set information.
If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false,  LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.
1. After step 4, it is expected that the IED under test will take action on the test set information.
If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false, LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be true.
1. After step 5, the IED under test will get a timeout of the simulated SV stream.
If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and it should indicate that the stream is not received anymore.
1. After step 6, it is expected that the IED takes action on the normal SV stream.
If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false, LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.



Test Results

	
	
	Publisher

	Subscriber
	Company
	GE
	Doble
	RTDS
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	MU320
	F6150sv
	GTNETx2
	PMU010000
	SAM600
	421-7
	6MU805

	NR Electric
	PCS-9611
	P
	P
	P
	
	
	
	





[bookmark: _Toc476217573][bookmark: _Toc511744569][bookmark: _Toc512506360][bookmark: _Toc513830778]Isolated Testing/Unit Testing (IED mode not “on”)

The isolated unit testing involves not only the IED under test, but in reality all of the IEDs and clients that subscribe/obtain information from the IED under test.
Purpose:  This test is to ensure that an individual IED can utilize test set data and still participate in the overall system.  This allows the system application to be tested using test sets.
Precondition:  Test set will be “mimicking” an IED in the system for which the IED under test has GOOSE subscriptions.  
The first test case is a precondition for execution of the other isolated unit tests.
[bookmark: _Toc476217574]Precondition Verification:  IED has behavior “on” (Test Case 1)

[bookmark: _Toc495300854][bookmark: _Toc512506361]Test case name: ISO-NORMAL-CLIENT-N1
Reason: Before starting the other test cases, make sure that all (involved) IEDs in the substation are in mode “on”.
Precondition: None (assuming that no Modes have to be changed)
Test steps:
1. The client will monitor the value of LLN0.Mod and LLN0.Beh of all IEDs (involved in this test).
1. If the value is ON, no further action is required. Otherwise, the client will have to set the value of Mod of the concerned IED to ON.
Expected Results:  It is expected that the value of Mod.Beh will be ON.

[bookmark: _Toc476217575][bookmark: _Toc512506362]Normal Test Cases

[bookmark: _Toc476217576][bookmark: _Toc512506363]GOOSE
Precondition:  LLN0.Mod should be set to set to a value of ON.  All participating LNx.Mod value should be ON. The LLN0.Beh value should reflect a value of ON (same with the LNx values). This needs to be verified through HMI/Client interaction and represents a test case as part of the client/server part of this test.
[bookmark: _Toc476217577][bookmark: _Toc512506364]IEDs can ignore simulated GOOSE (Test Case 1)

[bookmark: _Toc495300855][bookmark: _Toc512506365]Test case name: IEDISO-NORMAL-GOOSE-N1
Reason: To make sure that all IEDs which are currently not being tested ignore the simulated GOOSE.
Test steps:
1. LPHD.Sim is set to false in the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which an IED subscribes for from a particular IED.
1. Test set begins publishing the GOOSE messages with the Simulation bits set and data quality=good.
Expected Results:
1. After step 3 it is expected that the IED under test will not take action on the test set information.
1. If there is a monitoring substation HMI/Client (s), the instance of LGOS should be checked and normal operation of LGOS.NdsCom=false, LGOS.LastStNum should have good quality, LGOS.St shoud be True with good quality, LGOS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LGOS.SimSt should be false.
1. The rest of the IEDs in the system should be not operate upon the information provided by the IED under test.


Test Results
	
	
	
	Publisher

	Subscriber
	Company
	OPAL-RT
	SAC
	RTDS
	TMW
	Toshiba
	WAGO
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	OP4510
	PSL621U
	GTNETx2
	Test Suite Pro
	GRL 200
	750-8202/025-002
	TPRO 4000
	TAPCON

	KEPCO
	Virtual Server
	P
	P
	
	
	
	
	
	

	NR Electric
	PCS-9611
	
	
	P
	
	
	
	
	

	Toshiba
	GRL 200
	
	
	
	P
	
	
	
	

	OMICRON
	IED Scout
	
	
	
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	
	P
	
	
	
	

	Xelas
	Simulator
	
	
	
	
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	
	I, n1
	

	ERLPhase
	TPRO 4000
	
	
	
	
	
	
	
	I, n1

	n1 – Was not possible to distinguish the difference between simulated and normal GOOSE messages.





[bookmark: _Toc495300856][bookmark: _Toc512506366]Test case name: IEDISO-NORMAL-GOOSE-N2
Reason: When an IED is switched to test mode it has to send all data with quality=test to inform the IEDs receiving (subscribing) data from this IED this data is the result from a test. This test case serves as a precondition for the following test case. If this test case fails, the following test case will also fail.
Precondition: The IED has to allow switching the behavior.
Test steps:
1. The client switches the LD to test mode with a control sequence on LLN0.Mod and set it to test.
1. The client switches the LD back to mode “on” with the same control sequence.
Expected results:
1. After step 1 LLN0.Beh shows “test”.
1. The GOOSE sent by this LD contain quality=test (but simulation=false)
1. The clients receiving Reports from this LD will receive a Report with reason quality-change and the data contains quality=test.
1. When a client reads data from this LD
3. all data in FC=ST in the LD will show up with quality=test.
3. all LNs in this LD show behavior “test” and the client is not able to change the behavior by changing Mod.
1. If the IED has other LDs with a GrRef pointing to the LD in test mode
4. also these other LDs (and their LNs) have to show behavior “test” and the data in these LD has quality=test.
1. GOOSE or Reports sent by other LDs which don’t have behavior=test must not have quality=test (note that other LDs may have a GrRef to the LD in test mode, thus they inherit the behavior from that LD). 
1. After step 2 LLN0.Beh shows “on” again.
1. The GOOSE sent by this LD contain quality= good (and simulation=false)
1. The clients receiving Reports from this LD will receive a Report with reason quality-change and the data contains quality=good.
1. When a client reads data from this LD, all data in FC=ST in the LD will show up with quality= good.



Test Results

	
	
	Publisher

	Subscriber
	Company
	OPAL-RT
	SAC
	RTDS
	TMW
	WAGO
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	OP4510
	PSL621U
	GTNETx2
	Test Suite Pro
	750-8202/025-002
	TPRO 4000
	TAPCON

	KEPCO
	Virtual Server
	P
	P
	
	
	
	
	

	NR Electric
	PCS-9611
	
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	
	P,n1
	
	
	

	Xelas
	Simulator
	
	
	
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	I, n2
	

	ERLPhase
	TPRO 4000
	
	
	
	
	
	
	I, n2

	n1 – conflicting test results between two different submitted result sheets.
n2 - no test mode available. LLN0.Beh cannot be changed to “test”






[bookmark: _Toc495300857][bookmark: _Toc512506367]Test case name: IEDISO-NORMAL-GOOSE-N3
Reason: An IED is currently being tested as part of a normal maintenance process. Other IEDs subscribe to GOOSEs from the IED under test and the HMI/SCADA receives Reports from the IED under test. The IEDs which subscribe to the IED under test (and the HMI/SCADA) thus have to ignore the data from the IED under test (marked with quality=test). Since the device is in test mode, process outputs are not blocked.
Precondition: The previous test case was passed (the LD in test mode correctly sends data with quality=test).
Test steps:
1. The client switches the LD to test mode by changing LLN0.Mod of that LD.
An LD has to be used which is publishing a GOOSE that is subscribed by one of the other IEDs.
1. The LPHD.Sim is set to true on the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which an IED subscribes for from a particular IED.
1. The test set sends a GOOSE with simulated=true and data quality=normal.
1. The test set changes a data value in the simulated GOOSE so that the IED under test will react with a data change.
4.  If possible, this value change is accompanied by a process output change e.g., binary output.
Expected result:
1. After step 1 the GOOSE sent by the LD in test mode contain quality=test (but simulation=false)
1. It may be observable that the IEDs subscribing to this GOOSE ignore the data contained in this GOOSE (because their behavior is on).
1. After step 5 the GOOSE sent by the LD in test mode shows a data change, but still with quality=test.
2. The test set may also recognize a process output change.
1. The other IEDs don’t react on this data change.
Test Results

	
	
	Publisher

	Subscriber
	Company
	RTDS
	TMW
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	GTNETx2
	Test Suite Pro
	TPRO 4000
	TAPCON

	NR Electric
	PCS-9611
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	I
	

	ERLPhase
	TPRO 4000
	
	
	
	I




[bookmark: _Toc495300858][bookmark: _Toc512506368]Test case name: IEDISO-NORMAL-GOOSE-N4
Reason: An IED is currently being tested as part of a normal maintenance process. To avoid tripping the breaker during the test, the IED is set into mode “test-blocked”.
Precondition: The IED has behavior “normal”.
Test steps:
1. The LPHD.Sim is set to true on the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which an IED subscribes for from a particular IED.
1. The test set sends a GOOSE with simulated=true and data quality=normal.
1. The test set changes a data value in the GOOSE so that a process output change (e.g. binary output change) is triggered on the IED under test.
1. The IED under test is set to mode “test-blocked”.
1. The test set changes a data value in the GOOSE so that a process output change would be triggered on the IED under test.
Expected result:
1. After step 4, a process output change is observed by the test set.
1. After step 5, the GOOSE sent by the IED under test contains quality=test and quality.operatorBlocked=false
1. After step 6, no process output shall happen. The status value of the process output shall not change.



Test Results

	
	
	Publisher

	Subscriber
	Company
	TMW
	WAGO
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	Test Suite Pro
	750-8202/025-002
	TPRO 4000
	TAPCON

	WAGO
	750-8202/025-002
	P
	
	
	

	Xelas
	Simulator
	
	I
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	I, n1
	

	ERLPhase
	TPRO 4000
	
	
	
	I, n1

	n1 - No test mode available. LLN0.Beh cannot be changed to “test”




[bookmark: _Toc476217581][bookmark: _Toc512506369]Sampled Values

Precondition:  LLN0.Mod should be set to set to a value of test/test-blocked.  All participating LNx.Mod value should be test/test-blocked.  The LLN0.Beh value should reflect a value of test/test-blocked (same with the LNx values).   This needs to be verified through HMI/Client interaction and represents a test case as part of the client/server part of this test.
[bookmark: _Toc495300859][bookmark: _Toc512506370]Test case name: IEDISO-NORMAL-SV-N1
Reason: To make sure that IEDs process the appropriate information as part of a normal maintenance process.
Test steps:
1. LPHD.Sim is set to false in the IED under test.

1. Test set is configured to emulate all the SV messages for which an IED subscribes for from a particular IED.

1. Test set begins publishing the SV messages with the Simulation bits set.

Expected Results:
1. It is expected that the IED under test will not take action on the test set information.
1. If there is a monitoring substation HMI/Client (s), the instance of LSVS should be checked and normal operation of LSVS.NdsCom=false,  LSVS.St shoud be True with good quality, LSVS.ConfRevNum’s value should equal the value in RxConRevNum.  Additionally, LSVS.SimSt should be false.

The rest of the IEDs shall not operate based upon the SV provided by the IED under test.


Test Results

	
	
	Publisher

	Subscriber
	Company
	GE
	Doble
	RTDS
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	MU320
	F6150sv
	GTNETx2
	PMU010000
	SAM600
	421-7
	6MU805

	NR Electric
	PCS-9611
	P
	P
	
	
	
	
	

	GE
	P645
	
	
	
	P
	P
	P
	P





[bookmark: _Toc495300860][bookmark: _Toc512506371]Test case name: IEDISO-NORMAL-SV-N2
Reason: An IED is currently being tested as part of a normal maintenance process. To avoid tripping the breaker during the test, the IED is set into mode “test-blocked”.
Precondition: The IED has behavior “normal”.
Test steps:
1. The LPHD.Sim is set to true on the IED under test.
1. Test set is configured to emulate all the SV streams for which an IED subscribes for from a particular IED.
1. The test set sends the SV stream with simulated=true and data quality=normal.
1. The test sends fault values in the SV stream so that the IED under test trips (i.e. a binary output is operated).
1. The test sends nominal values in the SV stream so that the IED under test opens the trip contact.
1. The IED under test is set to mode “test-blocked”.
1. The test set sends fault values again, so that the IED would trip.
Expected result:
1. After step 4, the protection trip is observed by the test set.
1. After step 5, the test set sees that the trip contact is opened.
1. After step 6, the GOOSE sent by the IED under test contains quality=test and quality.operatorBlocked=false
1. After step 6
3. No change of the trip contact shall happen.
3. The test set and HMI/Client observes that the protection LN operated (PXXX.Op.general=true with quality=test).


Test Results

	
	
	Publisher

	Subscriber
	Company
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	PMU010000
	SAM600
	421-7
	6MU805

	GE
	P645
	P
	P
	P
	P





[bookmark: _Toc495300861][bookmark: _Toc512506372]Test case name: IEDISO-NORMAL-SV-N3
Reason: An IED in operation contains functions out of service or they are switched off for testing purposes. 
Precondition: The IED has behavior “normal”.
Test steps:
1. The LPHD.Sim is set to true on the IED under test.
1. Test set is configured to emulate all the SV streams for which an IED subscribes for from a particular IED.
1. The test set sends the SV stream with simulated=true and data quality=normal.
1. The test sends fault values in the SV stream so that the IED under test trips (i.e. a binary output is operated).
1. The LN or LD with the function is set to mod=off.
1. The test sends the same fault values in the SV stream so that the IED under test would trip (i.e. a binary output is operated).
1. The test sends nominal values in the SV stream so that the IED under test trips.
Expected result:
1. After step 4, the protection trip is observed by the test set.
1. After step 5
1. No change of the trip contact shall happen.



Test Results

	
	
	Publisher

	Subscriber
	Company
	GE
	Doble
	RTDS
	Vizimax
	ABB
	SEL
	Siemens

	Company
	Device
	MU320
	F6150sv
	GTNETx2
	PMU010000
	SAM600
	421-7
	6MU805

	NR Electric
	PCS-9611
	P
	P
	
	
	
	
	

	GE
	P645
	
	
	
	P
	P
	P
	P





[bookmark: _Toc476217585][bookmark: _Toc512506373]Abnormal Test Cases

[bookmark: _Toc476217586][bookmark: _Toc512506374]GOOSE

[bookmark: _Toc495300862][bookmark: _Toc512506375]Test case name: IEDISO-ABNORMAL-GOOSE-N1
Reason: An IED in test mode should accept data with quality=test, regardless if the data is received from a simulated GOOSE or in a normal GOOSE.
Precondition: The IED has behavior “normal”.
Test steps:
1. The client switches the LD to test mode by changing LLN0.Mod of that LD.
1. The LPHD.Sim is set to true on the IED under test.
1. Test set is configured to emulate all the GOOSE messages for which the IED subscribes.
1. The test set sends a GOOSE with simulated=true and data quality=test.
1. The test set changes a data value in the simulated GOOSE so that the IED under test will react with a data change.
4. If possible, this value change is accompanied by a process output change e.g., binary output.
Expected result:
1. After step 5, the IED should show the expected data model change associated with quality=test.
5. If a process output change happens, also the stVal of this process output needs to have quality=test.



Test Results

	
	
	Publisher

	Subscriber
	Company
	OPAL-RT
	SAC
	TMW
	Toshiba
	TMW
	ERLPhase
	Maschinenfabrik Reinhausen

	Company
	Device
	OP4510
	PSL621U
	Test Suite Pro
	GRL 200
	Test Suite Pro
	TPRO 4000
	TAPCON

	KEPCO
	Virtual Server
	P
	P
	
	
	
	
	

	Toshiba
	GRL 200
	
	
	P
	
	
	
	

	OMICRON
	IED Scout
	
	
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	
	
	P
	
	

	Toshiba
	GRL 200
	
	
	
	
	
	I, n1
	

	Wago
	750-8202/025-002
	
	
	
	
	
	
	I, n1

	n1- No test mode available. LLN0.Beh cannot be changed to “test”




[bookmark: _Toc495300863][bookmark: _Toc511744570][bookmark: _Toc512506376][bookmark: _Toc513830779]IED Failure / Power down Testing

Purpose:  To determine if an IED disconnect from /reconnect to an integrated system is detected.  There are two major use cases:
1.	IED A is integrated as a GOOSE publisher.  As such, it publishes at least one GOOSE message and at least one other IED B subscribes to this GOOSE.
2.	IED A is integrated as a server to provide integrity reports.  At least one client is associated with this server and enabled the report in the server IED A.
Preconditions and explanation:  Under idle condition, i.e. without state changes (value, quality) of events which are configured for transmission, 
IED A issues
· GOOSE message(s) at the maximum time interval(s) of re-transmission
· integrity report(s) at the time interval(s) set by the individual client(s)
· ‘TCP Keep alive’ messages at a time interval specified for the IED communication unit
· ‘TCP Keep alive’ responses to the ‘TCP Keep alive’ request(s) of the client(s)
The client issues
· ‘TCP Keep alive’ messages at a time interval specified for the client communication unit
· ‘TCP Keep alive’ responses to the ‘TCP Keep alive’ request of IED A

For this test case, ‘IED failure’ is understood as an impact to the device which completely disables its ability to communicate, similar to at a power loss.  It is not assumed that an IED delivers self-supervision signals or indications of a degraded mode before ceasing communications.  Also, it is of no relevance whether or not the IED saves communication related data to a non-volatile memory upon the detection of a failure/power down.

[bookmark: _Toc512506377]Testing the GOOSE publisher IED failure / power down
Purpose:  This test is to ensure that losing the GOOSE message stream from IED A is detected by the subscribing IED B.
Precondition:
1. IED A is configured with a GOOSE control block, an associated data set including at least one pair of stVal/q data attributes.  GOOSE publishing is enabled.
2. IED B is configured to subscribe the IED A GOOSE data.
Precondition Verification:
1. (using a protocol analyser) IED A publishes GOOSE messages
2. (using a protocol analyser) The sequence numbers SqNum of the published GOOSE messages increment with each GOOSE message.
3. If there is a monitoring substation HMI/Client(s) connected to IED B, the instance of LGOS is checked for
0. LGOS.NdsCom=False
0. LGOS.LastStNum=[don’t care], good quality
0. LGOS.St=True, good quality
0. LGOS.ConfRevNum=RxConRevNum
0. LGOS.SimSt=False (no simulation testing here)

[bookmark: _Toc495300864][bookmark: _Toc512506378]Test case name: IEDfailGOOSE-1
After the expiration of the TAL, the IED B GOOSE supervision shall signal a communication loss.
Test description:
	A1
	Power down IED A

	R1
	(using a protocol analyser) no more GOOSE messages from IED A

	A2
	Wait for a time longer than 2 x TAL

	R2
	IED B LGOS instance: LGOS.St=False, good quality



[bookmark: _Toc495300865][bookmark: _Toc512506379]Testing IED restart / power up of a GOOSE publisher
Purpose:  This test is to ensure that after an IED restart GOOSE publishing is recommenced and GOOSE subscription is re-established.
Precondition:
1.	IED A is configured with a GOOSE control block, an associated data set including at least one pair of stVal/q data attributes.  GOOSE publishing is enabled.
2.	IED B is configured to subscribe the IED A GOOSE data.
3.	IED A is powered down.
Precondition Verification:
•	Results as per TC IEDfailGOOSE-1
[bookmark: _Toc512506380]Test Results

	
	
	Publisher

	Subscriber
	Company
	TMW
	ERLPhase

	Company
	Device
	Test Suite Pro
	TPRO 4000

	WAGO
	750-8202/025-002
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	P



[bookmark: _Toc495300866][bookmark: _Toc512506381]Test case name: IEDfailGOOSE-2
After the restart of IED A, IED A resumes GOOSE publishing, IED B GOOSE supervision indicates a trustful communication.
Test description:
	A1
	Power up IED A, wait for restart completed

	R1a
	(using a protocol analyser) IED A publishes GOOSE messages

	R1b
	IED B LGOS instance: LGOS.St=True, good quality



Testing IED restart / power up of a GOOSE subscriber
Purpose:  This test is to ensure that after an subscribing IED restart GOOSE subscription is re-established.
Precondition:
1.	IED A is configured with a GOOSE control block, an associated data set including at least one pair of stVal/q data attributes.  GOOSE publishing is enabled.
2.	IED B is configured to subscribe the IED A GOOSE data.
3.	IED B is powered down.
Precondition Verification:
•	(using a protocol analyser) IED A publishes GOOSE messages
•	(using a protocol analyser) The sequence numbers SqNum of the published GOOSE messages increment with each GOOSE message.
•	If there is a monitoring substation HMI/Client(s), IED B cannot be reached.



[bookmark: _Toc512506382]Test Results

	
	
	Publisher

	Subscriber
	Company
	TMW
	ERLPhase

	Company
	Device
	Test Suite Pro
	TPRO 4000

	WAGO
	750-8202/025-002
	I
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	P




[bookmark: _Toc495300867][bookmark: _Toc512506383]Test case name: IEDfailGOOSE-3
After the restart of IED B, IED B GOOSE supervision indicates a trustful communication.
Test description:
	A1
	Power up IED B, wait for restart completed

	R1
	IED B LGOS instance: LGOS.St=True, good quality



Testing the server IED failure / power down impact on Reporting
Purpose:  This test is to ensure that losing the reporting from server IED A is detected by the client.
Precondition:
1.	IED A is configured with a report control block, an associated data set including at least one data object.
2.	The client is configured to consume the IED A report.
3.	The client established an association with IED A
4.	The client wrote to the report control block in IED A
· OptFlds
· TrgOps [integrity, IntgPd]
· RptEna
Precondition Verification:
· (using a protocol analyser) IED A issues reports at the time interval set by the client
· (using a protocol analyser) ‘TCP Keep alive’ messages from the client
· (using a protocol analyser) ‘TCP Keep alive’ responses from the IED
· (using a protocol analyser) ‘TCP Keep alive’ messages from the IED
· (using a protocol analyser) ‘TCP Keep alive’ responses from the client
[bookmark: _Toc512506384]Test Results

	
	
	Publisher

	Subscriber
	Company
	TMW

	Company
	Device
	Test Suite Pro

	WAGO
	750-8202/025-002
	I




[bookmark: _Toc495300868][bookmark: _Toc512506385]Test case name: IEDfailReport-1
After the expiration of ‘TCP Keep alive’, the client supervision shall detect a communication loss.
Test description:
	A1
	Power down IED A

	R1a
	(using a protocol analyser)
· no more integrity reports from IED A
· ‘TCP Keep alive’ messages from the client
· no more ‘TCP Keep alive’ responses from IED A
· no more ‘TCP Keep alive’ messages from the IED
· no more ‘TCP Keep alive’ responses from the client

	R1a
	(if provided by the client) indication of the loss of communication with IED A






[bookmark: _Toc512506386]Test Results - Buffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	TMW
	SISCO

	Company
	Device
	
	zenon
	Test Suite Pro
	AXS4-61850

	ABB
	REL-670
	P
	
	
	

	SEL
	751
	P
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	

	Siemens
	7UT85
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	

	Toshiba
	GRL 200
	
	P
	
	

	TMW
	Test Suite Pro
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	P



[bookmark: _Toc512506387]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	TMW
	SISCO

	Company
	Device
	
	zenon
	Test Suite Pro
	AXS4-61850

	ABB
	REL-670
	P
	
	
	

	SEL
	751
	P
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	

	Siemens
	7UT85
	
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	

	Toshiba
	GRL 200
	
	P
	
	

	TMW
	Test Suite Pro
	
	P
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	P




[bookmark: _Toc495300869][bookmark: _Toc512506388]Testing IED restart / power up of a report server
Purpose:  This test is to ensure that after an server IED restart reporting is re-established.
Precondition:
1.	IED A is configured with a report control block, an associated data set including at least one data object.
2.	The client is configured to consume the IED A report.
3.	IED A is powered down.
Precondition Verification:
•	Results as per TC IEDfailReport-1
[bookmark: _Toc512506389]Test Results - Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	Xelas

	Company
	Device
	PRS-7000
	
	zenon
	

	ABB
	REL-670
	P
	P
	
	

	SEL
	751
	
	P
	
	

	NovaTech
	Power Plex II
	
	P
	
	

	Siemens
	7UT85
	
	P
	
	

	TMW
	Test Suite Pro
	
	
	P
	

	WAGO
	750-8202/025-002
	
	
	P
	P

	GE
	C264
	
	
	P
	



[bookmark: _Toc512506390]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	Xelas

	Company
	Device
	
	zenon
	61850 Simulator

	ABB
	REL-670
	P
	
	

	SEL
	751
	P
	
	

	NovaTech
	Power Plex II
	P
	
	

	Siemens
	7UT85
	P
	
	

	TMW
	Test Suite Pro
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P




[bookmark: _Toc495300870][bookmark: _Toc512506391]Test case name: IEDfailReport-2
Test description:
	A1
	Power up IED A, wait for restart completed

	R1a
	(using a protocol analyser)
· ‘TCP Keep alive’ messages from the client
· ‘TCP Keep alive’ responses from IED A
· ‘TCP Keep alive’ messages from IED A
· ‘TCP Keep alive’ responses from the client

	R1b
	(using a protocol analyser)
· [The client establishes an association with IED A]
· The client writes to the report control block in IED A (OptFlds, TrgOps [integrity, IntgPd], RptEna)

	R1c
	(using a protocol analyser) The client issues a GI command for the report

	R1d
	(using a protocol analyser) IED A issues a report

	R1e
	(using a protocol analyser) integrity reports from IED A



Remarks:
No test of client reservation, since the secure client identification is not yet standardized.
No test of resynchronization to the last proper report (in case of buffered reporting), since after the restart of a faulty/powered down IED the report buffer does not contain the elements sent earlier any longer.
[bookmark: _Toc512506392]Test Results - Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator

	ABB
	REL-670
	P
	P
	
	
	

	SEL
	751
	
	P
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	

	Siemens
	7UT85
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P

	Toshiba
	GRL 200
	
	
	P
	
	

	GE
	C264
	
	
	P
	
	






[bookmark: _Toc512506393]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	

	ABB
	REL-670
	P
	P
	
	
	

	SEL
	751
	
	P
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	

	Siemens
	7UT85
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P

	Toshiba
	GRL 200
	
	
	P
	
	







[bookmark: _Toc474826031][bookmark: _Toc495300871][bookmark: _Toc511744571][bookmark: _Toc512506394][bookmark: _Toc513830780]IED Replacement
[bookmark: _Toc495300872][bookmark: _Toc512506395]Test case name: IED-REPLACE-1

Purpose:  Determine if a failed IED can be replaced by an unconfigured spare of the same type.
Preconditions and explanation: The test case begins with a fully functional IED which fails. It is assumed that a backup configuration of the IED is available. The “spare” IED is the same device as the “failed” IED except that it has a “factory default” configuration and the factory default IP address.
The test case continues with online loading of the configuration followed by verification that the configuration is now valid.
Preparation: Create a “backup configuration” as well as a “factory default configuration” for the IED. The incorrect configuration MUST have a different IP address than the IED is normally configured.
Test Steps:
1. Verify the configuration version of the IED by polling <LDRoot>/LLN0.NamPlt.configRev. Record the configRev
2. Reconfigure the IP address to factory default. If power cycling is needed, perform it in the next step.
3. Disconnect power supply to IED, maybe wait 60 seconds to ensure GOOSE subscribers timeout?
4. Restore power to the IED
5. Use the ICT to inject the “factory default” configuration and verify that the IP address differs and NamPlt.configRev reports a different value than before.
6. Use the ICT to inject the “backup configuration” into the IED
7. Restore the IP address to the original value
8. Verify that NamPlt.configRev reports the original value
[bookmark: _Toc512506396]
Test Results

	
	
	Client

	Server
	Company
	SISCO

	Company
	Device
	AXS4-61850

	Maschinenfabrik Reinhausen
	TAPCON
	P




[bookmark: _Toc511744572][bookmark: _Toc512506397][bookmark: _Toc513830781]Network Failure

[bookmark: _Toc495300873][bookmark: _Toc512506398]Test case name: NET-FAIL-1

Purpose:  Verify that devices on both ends of the connection-oriented association recover from a network failure.  
Precondition:  Intact network with the client associated with the server.
Narrative: The network usually consists of a server, at least one intervening Ethernet switches, and a client. Sometimes an IED can detect loss of the physical link but often this detection is based upon lack of TCP keep-alives. Thus test verifies the 8 cases of client/server and physical-link-loss-detection yes/no.
The 60 second delay before network restoration simulates a long-term failure, 2 seconds a short-term failure.
[bookmark: _Toc512506399]Test case 1a: Short/Long disconnection at the server switch

Test Steps 1a:
1. Remove the connection between the server/PC/switch and the remainder of the network.
2. Wait for 2 seconds
3. Re-attach the network
4. Verify that the client has restored the connection to the server within 60 seconds
5. Remove the connection between the server/PC/switch and the remainder of the network.
6. Wait for more than 60 seconds (or less if both sides acknowledge loss of connection)
7. Re-attach the network
8. Verify that the client has restored the connection to the server within 60 seconds
[bookmark: _Toc512506400]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc512506401]Test case 1b: Short/Long disconnection at the server

Test Steps 1b:
1. Remove the connection at the server
2. Wait for 2 seconds
3. Re-attach the network
4. Verify that the client has restored the connection to the server within 60 seconds
5. Remove the connection at the server
6. Wait for more than 60 seconds (or less if both sides acknowledge loss of connection)
7. Re-attach the network
8. Verify that the client has restored the connection to the server within 60 seconds



[bookmark: _Toc512506402]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc495300874][bookmark: _Toc512506403]Test case name: NET-FAIL-2

[bookmark: _Toc512506404]Test case 2a: Short/Long disconnection at the client switch

Test Steps 2a:
1. Remove the connection between the client /PC/switch and the remainder of the network.
2. Wait for 2 seconds
3. Re-attach the network
4. Verify that the client has restored the connection to the server within 60 seconds
5. Remove the connection between the client /PC/switch and the remainder of the network.
6. Wait for more than 60 seconds (or less if both sides acknowledge loss of connection)
7. Re-attach the network
8. Verify that the client has restored the connection to the server within 60 seconds



[bookmark: _Toc512506405]Test Results

	
	
	Client

	Server
	Company
	CYG
	COPA-DATA
	TMW

	Company
	Device
	PRS-7000
	zenon
	Test Suite Pro

	
	Device
	
	
	

	ABB
	REL-670
	P
	
	

	WAGO
	750-8202/025-002
	
	P
	P




[bookmark: _Toc512506406]Test case 2b: Short/Long disconnection at the client

Test Steps 2b:
1. Remove the connection at the client
2. Wait for 2 seconds
3. Re-attach the network
4. Verify that the client has restored the connection to the server within 60 seconds
5. Remove the connection at the client
6. Wait for more than 60 seconds (or less if both sides acknowledge loss of connection)
7. Re-attach the network
8. Verify that the client has restored the connection to the server within 60 seconds

[bookmark: _Toc512506407]Test Results

	
	
	Client

	Server
	Company
	CYG

	Company
	Device
	PRS-7000

	ABB
	REL-670
	P







[bookmark: _Toc495300875][bookmark: _Toc511744573][bookmark: _Toc512506408][bookmark: _Toc513830782]Station bus clock Test Cases
The following test cases assume that there are (minimum) two NTP clock masters in different devices connected to the station bus. It shall be possible to disconnect them from the network without disconnecting other essential functions (e.g. a client IED) or there shall be a possibility to disable the time master internally. 
The Time Sources have the following IP addresses:
	PTP 1/NTP-1
	192.168.xx.xx

	PTP 2/NTP-2
	192.168.xx.xx




[bookmark: _Toc512506409]Basic Clock Test
This Test is the basic test for all following ones to verify all IEDs being synchronized with the time masters/servers.
[bookmark: _Toc495300876][bookmark: _Toc512506410]Test Case Name: CLK-SYNC-1
Requirements:
· All IEDs are fully configured and in operation.
· All Time Master devices are up and running

The Test Description:
	A1
	Capture an Ethernet trace long enough to get minimum one-time synchronization packet for the IED under test.

	R1
	Check in the trace that the IED is synchronizing with the one of the Time Sources.



[bookmark: _Toc512506411]Test Results

	Company
	Device
	Result

	ABB
	SAM600
	P

	Maschinenfabrik Reinhausen
	TAPCON
	P




[bookmark: _Toc512506412]Clock Switching Test: CLK-SYNC-2
If the primary NTP source fails, the IEDs shall switch over to the secondary Time Master. And vice-versa.
Requirements:
· All IEDs are fully configured and in operation.
· All Time Sources are up and running

The Test Description:
	A1
	The primary Time Source shall be active. Disconnect / switch-off / disable the secondary Time Source

	R1
	The IED shall synchronize to the primary Time Source.

	A2
	Connect / switch-on / enable the secondary Time Source, wait some minutes. Then disconnect / switch-off / disable the primary Time Source

	R2
	The IED shall synchronize to the secondary Time Source.

	A3
	Disconnect / switch-off / disable the primary Time Source and immediately connect / switch-on / enable the secondary Time Source

	R3
	The IED shall switch synchronization to the secondary Time Source

	A4
	Connect / switch-on / enable the primary Time Source

	R4
	The IED still shall be synchronized



There is ambiguity that may lead to different conclusions which may need to be corrected in the next test:
1. Check the Time Sync frames in the Wireshark/Ethernet trace = high level verification just on Ethernet
1. Change a data value (e.g. stVal) having an according t using an EQUIPMENT SIMULATOR every time and read the DO including the stVal and t = IEC 61850 based verification
[bookmark: _Toc512506413]Test Results

	Company
	Device
	Result

	ABB
	SAM600
	P

	Maschinenfabrik Reinhausen
	TAPCON
	P




[bookmark: _Toc512506414]Clock Synchronization Lost and Re-sync Test: CLK-SYNC-3
If all PTP Time Sources are lost, it shall be detected by the IEDs and after returning of the PTP Sources all IED shall synchronize accordingly.
Requirements:
· All IEDs are fully configured and in operation.
· All Time Master devices are up and running

The Test Description:
	A1
	Disconnect / switch-off / disable now all Time Masters and wait until all IEDs lost the synchronization. Check on the Ethernet that SNTP client requests will be answered with ICMP (service not available). All other time synchronization should be reviewed accordingly

	R1
	The time synchronization shall be lost by the IED

	A2
	Cause data changes and request from each server IED the changed data including its t (GetDataValues(DO), or via Reports or GOOSE messages)

	R2
	In the time quality of the changed data there shall be set CNS=True (ClockNotSynchronized) and LSK= False

	A3
	Reconnect all PTP Time Sources and wait until all IEDs got synchronized. After some time cause a data change again and request from each server IED the changed data including its t

	R3
	In the time quality of the changed data there shall be set CNS=False and LSK=True (LeapSecondsKnown). The TimeAccuracy shall be according PIXIT-T3 of this IED.




[bookmark: _Toc512506415]Test Results

	Company
	Device
	Result

	Maschinenfabrik Reinhausen
	TAPCON
	P



[bookmark: _Toc512506416]Clock Synchronization Basic Sync Test: CLK-SYNC-4
If all Time Masters itself synchronizes to a higher-level time master and moves the time, the IED shall synchronize accordingly.
Requirements:
· All IEDs are fully configured and in operation.
· All Time Master devices are up and running

The Test Description:
	A1
	The Time Masters sends a time which is shifted -1,5 hours to the normal time with LI=3

	R1
	??? what should the IEDs do here ???
The IED is synchronized to the Time Master with CNS=??? and LSK=?False?

	A2
	The Time Masters got synchronized and sends now the normal time with STRATUM =[2..15] and LI=0

	R2
	The IED shall follow the time jump (maybe after some time sync cycles) with CNS=False and LSK=True



[bookmark: _Toc512506417]Test Results

	Company
	Device
	Result

	Maschinenfabrik Reinhausen
	TAPCON
	P





[bookmark: _Toc495300880][bookmark: _Toc512506418]
Leap Second clock Test Cases
The following test cases assume that there is at least 1 SNTP/PTP-1588 clock master connected to the station bus and/or process bus for this test.  It shall be possible to simulate the leap second (positive or negative) with the master clock device(s) (i.e. using a GPS simulator). 
The parameters of the time server are assumed to be the same as for the CLK-SYNC-1 tests.
[bookmark: _Toc512506419]Positive Leap Second: CLK-LEAP-POS-1
This test will verify the behavior of devices when a positive leap second occurs.  Optionally, according the latest IEC61850-7-2 Ed2.1, it will also verify the identification of timestamped data during the leap second.
Requirements:
· All IEDs are fully configured and in operation.
· All Time Master device(s) are up and running

The Test Description:
	A1
	Schedule a positive leap second to occurs on the time servers.  This can be done using GPS simulator for example.  
*The leap second should be scheduled to occur at midnight on the last day of June or December.
*Allow enough time for everything to settle:
	- almanac refresh (20 min) if using GPS
	- device resynchronization after time warp

	A2
	Capture timestamped application data according to Annex A 
(capture at least 10 seconds before and 1 minute after the leap second occurrence)

	R2.1
	SNTP clients: Check in the trace that the IED is synchronizing with the one of the Time Masters.
Before the leap second, In the response frame of the NTP query, the flags should indicate that a leap second is pending.
PTP clients: Verify that the announce frame contains the leap second indication.

	R2.2
	For application Data that occurred before the leap second
Validate that application data are synchronized and the time quality is: LSK=true, CNS=false, CF=false. The TimeAccuracy shall be according PIXIT-T3 of this IED.

	R2.3
	For application Data that occurred during the leap second (Ed 2.1 device only)
Validate that application data are synchronized and the time quality is: LSK=false, CNS=false, CF=false. The TimeAccuracy shall be according PIXIT-T3 of this IED.
The time stamp of the data during the leap second shall be 00:00:00:
23:59:59 LSK=true, CNS=false, CF=false
00:00:00 LSK=false, CNS=false, CF=false
00:00:00 LSK=true, CNS=false, CF=false
00:00:01 LSK=true, CNS=false, CF=false

	R2.4
	For application Data that occurred after the leap second
Validate that application data stay synchronized after the leap second. (no resynchronization failure or time jump in the following minute)



[bookmark: _Toc512506420]Negative Leap Second: CLK-LEAP-NEG-1
This test will verify the behavior of devices if a positive leap second occurs.  This never occurred, but we cannot be sure that it will never occur…
Requirements:
· All IEDs are fully configured and in operation.
· All Time Master device(s) are up and running

The Test Description:
	A1
	Schedule a positive leap second to occurs on the time servers.  This can be done using GPS simulator for example.  
*The leap second should be scheduled to occur at midnight on the last day of June or December.
*Allow enough time for everything to settle:
	- almanac refresh (20 min) if using GPS
	- device resynchronization after time warp

	A2
	Capture timestamped application data according to Annex A 
(capture at least 10 seconds before and 1 minute after the leap second occurrence)

	R2.1
	SNTP clients: Check in the trace that the IED is synchronizing with the one of the Time Masters.
Before the leap second, In the response frame of the NTP query, the flags should indicate that a leap second is pending.
PTP clients: Verify that the announce frame contains the leap second indication.

	R2.2
	For application Data that occurred before the leap second
Validate that application data are synchronized and the time quality is: LSK=true, CNS=false, CF=false. The TimeAccuracy shall be according PIXIT-T3 of this IED.

	R2.3
	For application Data that occurred during the leap second
The time stamp of the data during the leap second shall be as below:
23:59:57 LSK=true, CNS=false, CF=false
23:59:58 LSK=true, CNS=false, CF=false
00:00:00 LSK=true, CNS=false, CF=false
00:00:01 LSK=true, CNS=false, CF=false

	R2.4
	For application Data that occurred after the leap second
Validate that application data stay synchronized after the leap second. (no resynchronization failure or time jump in the following minute)







[bookmark: _Toc495300883][bookmark: _Toc511744574][bookmark: _Toc512506421][bookmark: _Toc513830783]EAP failure

Purpose:  This suite of testing is to determine the reaction to failures of the EAP Firewall function.  In general, there are two types of firewalls that need to be tested and the expected behavior is different based upon the type of firewall.  The known types of firewalls, for the purposes of this testing are:
· Firewalls with failsafe/pass-through capability.  
In this instance, if a firewall fails or has power removed, Ethernet traffic is not interrupted.  In this mode, no access control, deep packet inspection, or other firewall/EAP functions would be expected.
· Firewalls implemented as a redundant/failover pair.
In this instance, if a firewall fails or has been power removed, the “standby” firewall will begin processing information within a specific period.
· Firewalls with no-failsafe/pass-through capability.
In this instance, if a firewall fails, or has power removed, communication is expected to be interrupted.
In either event, monitoring of the firewall itself needs to provide an indication of the failure of the firewall.
[bookmark: _Toc512506422]Firewall with Failsafe Testing

[bookmark: _Toc512506423]Power-down/Failure:  EAP-PDF-1

Precondition:  Firewall is operational.  All client/server and GOOSE communication should be operational and validated.    Firewall needs to document the failsafe time.
Test Step:  Remove power from Firewall
Expected Results:  
Client/Server:  No interruption of communication
GOOSE:  No TAL expirations should be detected except < failsafe time.
Monitoring of firewall: monitoring should indicate that firewall is failed

[bookmark: _Toc512506424]Recovery from failure:  EAP-PD-REC-1

Precondition: Firewall is powered-down.  All client/server and GOOSE communication should be operational and validated.    Firewall must document the power-up time.
Test Step:  Power-up the Firewall
Expected Results:  
Client/Server:  No interruption of communication
GOOSE:  No TAL expirations should be detected except < power-up time
Monitoring of firewall: After power-up time, monitoring should indicate that firewall is operational.

[bookmark: _Toc495300886][bookmark: _Toc511744575][bookmark: _Toc512506425][bookmark: _Toc513830784]Redundant Firewall 
[bookmark: _Toc512506426]Power-down/Failure: EAP-RED-PDF1

Precondition: Both primary and secondary  Firewalls are operational.  All client/server and GOOSE communication should be operational and validated.    Firewall needs to document the failsafe time.
Test Step:  Remove power from Primary Firewall
Expected Results:  
Client/Server:  No interruption of communication
GOOSE:  TAL expirations may occur and should be documented as the redundancy is not bumpless due to source MAC changes < failsafe time.  Subscribers that “bump” should be documented.
Monitoring of firewall:  Should indicate that Primary Firewall is failed and that the Standby firewall is active and operational.

[bookmark: _Toc512506427]Recovery from failure

Precondition: Primary Firewall is powered-down.  All client/server and GOOSE communication should be operational and validated.    Firewall needs to document the power-up time.
Test Step:  Power-up the Primary Firewall

Expected Results:  
Client/Server:  No interruption of communication
GOOSE:  No TAL expirations should be detected except.
Monitoring of firewall:  Should indicate that the primary firewall is operational and that the secondary firewall is operational and active.

[bookmark: _Toc495300888][bookmark: _Toc511744576][bookmark: _Toc512506428][bookmark: _Toc513830785]Firewall with no failsafe
[bookmark: _Toc512506429]Power-down/Failure:  EAP-NOSAFE-PDF1

Precondition:  Firewall is operational.  All client/server and GOOSE communication should be operational and validated.    Firewall needs to document the failsafe time.
Test Step:  Remove power from Firewall
Expected Results:  
Client/Server:  Clients should provide an indication that the connections have been interrupted within 1 minute.
GOOSE:  TAL expirations should be detected within 1 minute.
Monitoring of firewall: monitoring should indicate that firewall is failed

[bookmark: _Toc512506430]Recovery from failure

Precondition: Firewall is powered-down.   All client/server and GOOSE communication should be failed.    Firewall needs to document the power-up time.
Test Step:  Power-up the Firewall
Expected Results:  
Client/Server:  Communication should be re-established within 1 minute of completion of power-up.
GOOSE:  GOOSE should be received within 1 minute of power-up.
Monitoring of firewall: After power-up time, monitoring should indicate that firewall is operational.

[bookmark: _Toc495300890][bookmark: _Toc511744577][bookmark: _Toc512506431][bookmark: _Toc513830786]GOOSE Cyber Intrusion

Purpose:  This suite of testing is to determine the reaction of subscribers and firewalls/EAPs to GOOSE messages from unexpected sources.  There are several papers documenting the fact that if the real publisher is not operational, without security, subscribers will accept the intruder’s GOOSE.  Therefore, testing is intending to concentrate on the behavior when the expected publisher is publishing and the subscribers have no TALs and then the intruder is introduced.
[bookmark: _Toc512506432]GOOSE Subscriber Testing

[bookmark: _Toc512506433]Intruder with different source MAC address and power-up	:  GOOSE-SEC-INT-1

Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring.
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from a different source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at 0 indicating power-up and a set of constant values so that observation in regard to which GOOSE is being used is facilitated.
Expected Results:  
The standard does not define the expected behavior.   The preferred behavior is that the intruder’s GOOSE is ignored since there is no TAL and the source MAC is different.
Observer needs to record the behavior of the subscriber being that the subscriber either:
· Ignores the intruder’s GOOSE
· Replaces the expected GOOSE with the intruder’s GOOSE
· Subscriber switches back and forth from expected to intruder (etc).
Subscribers need to document their expected behavior.


[bookmark: _Toc512506434][bookmark: _Toc495300892]Intruder with the same source MAC address and power-up: GOOSE-SEC-INT-2

Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring.
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from and the same source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at 0 indicating power-up and a set of constant values so that observation in regards to which GOOSE is being used is facilitated.
Expected Results:  
The standard does not define the expected behavior.   The preferred behavior is that the intruder’s GOOSE is ignored since there is no TAL and the Stnum is less than the expected publisher’s Stnum. 
Observer needs to record the behavior of the subscriber being that the subscriber either:
· Ignores the intruder’s GOOSE
· Replaces the expected GOOSE with the intruder’s GOOSE
· Subscriber switches back and forth from expected to intruder (etc).

[bookmark: _Toc512506435]Intruder with the same source MAC address and future StNum: GOOSE-SEC-INT-3
	
Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring.
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from and the same source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at a large number and a set of constant values so that observation in regard to which GOOSE is being used is facilitated.
Expected Results:  
The standard does not define the expected behavior.   The preferred behavior is that the intruder’s GOOSE is ignored since there is no TAL and the Stnum is greater than the expected publisher’s Stnum. 
Observer needs to record the behavior of the subscriber being that the subscriber either:
· Ignores the intruder’s GOOSE
· Replaces the expected GOOSE with the intruder’s GOOSE
· Subscriber switches back and forth from expected to intruder (etc).

[bookmark: _Toc495300894][bookmark: _Toc511744578][bookmark: _Toc512506436][bookmark: _Toc513830787]Firewall/EAP and GOOSE Monitoring Testing
[bookmark: _Toc512506437]Intruder with different source MAC address and power-up: GOOSE-SEC-INT-5

Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring. 
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from a different source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at 0 indicating power-up and a set of constant values so that observation in regards to which GOOSE is being used is facilitated.
Expected Results:  
The EAP/Firewall and monitors should detect the intruder.  EAP/Firewalls should use ACL to prevent the GOOSE through flowing through the EAP.

[bookmark: _Toc512506438][bookmark: _Toc495300896]Intruder with the same source MAC address and power-up: GOOSE-SEC-INT-6
	
Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring.
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from and the same source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at 0 indicating power-up and a set of constant values so that observation in regards to which GOOSE is being used is facilitated.
Expected Results:  
The EAP/Firewall and monitors should detect the intruder due to multiple different StNums.  EAP/Firewalls should use ACL to prevent the GOOSE through flowing through the EAP.

[bookmark: _Toc512506439]Intruder with the same source MAC address and future StNum: GOOSE-SEC-INT-7

Precondition:  Subscriber(s) are subscribed to the expected publisher and the publisher is publishing and there are no TAL expirations occurring.
Test Step:  The intruding publisher is configured to publish the expected GOOSE but from and the same source MAC address from the expected publisher.  Additionally, the Stnum shall be starting at a large number and a set of constant values so that observation in regards to which GOOSE is being used is facilitated.
Expected Results:  
The EAP/Firewall and monitors should detect the intruder due to multiple different StNums.  EAP/Firewalls should use ACL to prevent the GOOSE through flowing through the EAP.

[bookmark: _Toc495300898][bookmark: _Toc511744579][bookmark: _Toc512506440][bookmark: _Toc513830788]Merging Unit Failure 

Stand Alone Merging Unit (SAMU) will typically have functions to indicate the operational status of the device. The indications can be visual by the use of LEDS, mechanical by the use of contacts, and electronically by the use of a graphical user interface and/or inherent indications in the IEC 61850-9-2 sampled value protocol or IEC 61850 GOOSE messaging. 
A typical setup with the use of contacts to indicate the operational status of a SAMU is shown in the figure below.
[image: ]
Operational status of whether or not the SAMU is In Service, GPS time synchronization, internal alarm, and system failure are typical. 
The SAMU may have a configuration interface that provides the device health to an operator with access to the device. The front panel of a SAMU may have LEDs to visually indicate the health of the device.
A brief summary of a typical SAMU indication of health is as follows:
Equipment Healthy: Shows the device health, which is classified as follow: 
· OK: Device is totally functional, no alarms reported. IN SERVICE LED: ON; ALARM LED: OFF; IN SERVICE RELAY: OPEN. 
· WARNING: The device is functional, but has alarms reported. IN SERVICE LED: ON; ALARM LED: ON; IN SERVICE RELAY: OPEN. 
· ALARM: The device is not functional. IN SERVICE LED: OFF; ALARM LED: ON; IN SERVICE RELAY: CLOSED 
[bookmark: _Toc512506441]USES CASES

[bookmark: _Toc512506442]Hardware Failure
The internal watchdog functions of a SAMU are not accessible and do not have access points that would allow testing of these function. Disrupting the power supply to the SAMU during normal operation would simulate failure of the SAMU and cause the device to become non-operational.
[bookmark: _Toc512506443]Time Synchronization Failure
The synchronization algorithm in a SAMU maybe quite different between SAMU, but there should be a common function amongst SAMU from different manufacturers.  This function is the “Holdover Time” that occurs after the time sync signal is not detected by the SAMU. The SAMU is designed to provide accurate operation during the “Holdover Time” duration, the duration will be different amongst SAMU manufacturers.
[bookmark: _Toc512506444]Quality Bit Indications (Out of Range, Failure etc…)
The SV telegram will contain information about the quality of the data contained in the telegram. The SAMU will have a default setting for the various bits in the quality field, the default setting may also be changed by the SAMU. There may be an option to change certain quality bits for test purposes.
[bookmark: _Toc512506445]TEST CASES
[bookmark: _Toc512506446]Hardware Failure: MERG-FAIL-1

Precondition:  The SAMU is operating under normal conditions
Test Step:  Disrupt power to the SAMU
Expected Results:  
The IN-SERVICE contact should change to indicate failure. The contact should be a NC contact such that it is closed during failure. 

Test Results

	
	
	Publisher

	Subscriber
	Company
	Vizimax

	Company
	Device
	PMU010000

	GE
	P645
	P




[bookmark: _Toc512506447]Time Synchronization Failure: MERG-FAIL-2

Precondition:  The SAMU is operating under normal conditions
Test Steps:  
1. Disconnect the time source signal to the SAMU
2. The SAMU “Holdover Time” duration will start timing.  The SV telegrams still indicate that the SAMU is synchronized
3.  When the SAMU “Holdover Time” duration has expired the SAMU will enter into a free running mode
4. The Synchronization contact and/or LED should indicate failure of the time synchronization
5. The SV telegrams should indicate the unsynchronized condition within the telegram 
6. Reconnect the time source signal to the SAMU
Expected Results:  
1. The SAMU will enter into a process of resynchronization and this process will be dependant on the manufacturer’s implementation
2. The SAMU should enter into a new state of normal operation with all alarms and indications reset.
[bookmark: _Toc512506448]Test Results

	Company
	Device
	Result

	ABB
	SAM600
	P

	Vizimax
	PMU010000
	P




 
[bookmark: _Toc512506449]Quality Bit Indications (Out of Range, Failure etc…)
The test conditions necessary to create the scenarios where the quality bits will be changed by the SAMU are difficult to produce and potentially dangerous due to the magnitudes of the input signals required. The SAMU may have an interface whereby the various quality bits can be set by the user for test purposes.  The SAMU user manual should be consulted for the manufacturer specific cases necessary to operate the quality bits.
Bits 2, 4, 5, 7, 8, 12 should always be set to False as compliant to IEC 6189-9
[image: ]


[bookmark: _Toc495300901][bookmark: _Toc512506450] Test case name: MERG-FAIL-3
Precondition:  The SAMU is operating under normal conditions
Test Steps:  
1. Set the Out of Range Quality bit 2 to True 
2. The Validity bits 1:0 should indicate invalid
Expected Results:  Check the SV telegram

[bookmark: _Toc495300902][bookmark: _Toc512506451] Test case name: MERG-FAIL-4

Precondition:  The SAMU is operating under normal conditions
Test Step:  Set the Failure Quality bit 6 to True 
Expected Results:  Check the SV telegram
[bookmark: _Toc512506452]Test Results

	Company
	Device
	Result

	ABB
	SAM600
	P



[bookmark: _Toc495300903][bookmark: _Toc512506453] Test case name: MERG-FAIL-5

Precondition:  The SAMU is operating under normal conditions
Test Step:  Set the Inaccurate Quality bit 9 to True 
Expected Results:    	Check the SV telegram

[bookmark: _Toc495300904][bookmark: _Toc512506454]Test case name: MERG-FAIL-6

Precondition:  The SAMU is operating under normal conditions
Test Step:  Set the Test Quality bit 11 to True 
Expected Results:   Check the SV telegram
[bookmark: _Toc512506455]Test Results

	Company
	Device
	Result

	ABB
	SAM600
	P




[bookmark: _Toc479764924][bookmark: _Toc495300905][bookmark: _Toc511744580][bookmark: _Toc512506456][bookmark: _Toc513830789]IED Addition to Bay

Purpose:  To verify the engineering process required to add a new IED into an existing IEC 61850 system, including: 
· SCT can import SCD file
· SCT can import ICD file of the IED
· SCT can configure communication parameters
· SCT can perform dataflow (DataSets, Reports, GOOSE, SV) and Log engineering within the limits declared as part of the capabilities in the service section
· SCT can draw single line diagram
· SCT can draw communication diagram
· SCT can create a valid SCD file
· ICT can accept modifications in the communication section (e.g. Subnet name, IP address), IED section (e.g. LN attribute lnType), and data type template section (e.g. LNodeType attribute id) as they are required to build a consistent SCD file.
· ICT can accept configurations of Report, GOOSE, SV and Log control blocks and data sets from an SCD file if they are within the limits declared as part of the capabilities in the service section and or PIXITS.
· ICT can import and use GOOSE and SV subscription information from other IEDs contained within the SCD file.
· ICT can accept instantiations of IEDs based on ICD files through an SCD file.
· ICT can configure IED to perform implemented protection and control schemes.
Preconditions and explanation:
Adding an IED into an existing IEC 61850 system requires a “round trip” engineer cycle involving the System Configuration Tool and all IEDs (and their respective IED Configuration Tools) that exchange data with the new IED.  Therefore, these tests require the cooperation of several parties.
Test Support	Delivers
· SCD file
· ICD file for the IED being added
Participant SCT	Prepares
· SCT with SCD and ICD file from test support already processed (SICS S23, S41)
Participant ICT	Prepares
· ICT with ICD file for the IED that will be physically present in the test
[bookmark: _Toc479764926][bookmark: _Toc495300906][bookmark: _Toc512506457]Test case name: IED-ADD-A

Description: Verify Engineering with SCT
Test Steps:
Check SCD file	
Run SCD file through various SCL checkers and validators; report results for documentation	
Check ICD file	
Run ICD file through various SCL checkers and validators; report results for documentation	
SCT imports SCD file	
SCT is able to import SCD file	(SICS S71, S72)
SCT imports ICD file and creates the instance of IED	
SCT is able to import ICD file and to create instance	(SICS S11 – S15, S111)
SCT adds the new IED to the already existing subnetwork modifying possibly predefined addressing information as required		
(SICS S21, S22)
SCT associates the LNs in the IED to the related LNs in the single line diagram / substation section		
(SICS S43)
SCT adds the new IED to the communication diagram and configures physical connections (PhysConn)		
(SICS S24)
SCT configures datasets and report control blocks with the data required to be transmitted to the gateway and to the local HMI (if supported by the IED) including configuration of ClientLN and trgOps	
Verify that tool does not provide capability to configure / change dataset and report control block if not allowed by the IED	(SICS S56)
SCT configures signal flow, GOOSE control blocks, SV control blocks and associated datasets to implement the needed functions	
Verify that tool does not provide capability to configure / change dataset and GOOSE/SV control block if not allowed by the IED	(SICS S56)
SCT configures Log control blocks and associated datasets	
Verify that tool does not provide capability to configure / change dataset and Log control block if not allowed by the IED	(SICS S56)
SCT exports SCD file	
SCT is able to produce SCD file	(SICS S61, S62, S64, S66, S67)

[bookmark: _Toc512506458]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	WAGO
	750-8202/025-002
	P



[bookmark: _Toc495300907][bookmark: _Toc512506459]Test case name: IED-ADD-B

Description: SCD file inspection
Test Steps:
1. Verify step A4	
In the SCD file, verify that IED section has been added for the IED
Verify step A5	
In the SCD file, verify that the IED have been added in the communication section to the already existing subnetwork	(SICS S22)
Verify step A6	
In the SCD file, verify the association of the LNs from the IED with the respective LNs in the substation section	(SICS S43)
Verify step A7	
In the SCD file, verify that PhysConn elements are configured	(SICS S24)
Verify step A8	
In the SCD file, verify that the report control blocks and data sets are configured	(SICS S31 – S35, S56)
Verify step A8	
In the SCD file, verify that the ClientLN element is configured for the report control blocks	(SICS S361)
Verify step A9	
In the SCD file, verify that GOOSE/SV control blocks and data sets are configured	(SICS S31 - S35, S56)
Verify step A9	
In the SCD file, verify that IEDName elements are configured for GOOSE and SV messages	(SICS S361)
Verify step A9	
In the SCD file, verify that the data subscription is configured (input section and external references)	(SICS S37, S381, S382, S39)
Verify step A10	
In the SCD file, verify that Log control blocks and data sets are configured (SICS S31-35, S56)
Check SCD file	
Run SCD file through various SCL checkers and validators; report results for documentation.
[bookmark: _Toc512506460]Test Results

	
	
	Server

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	WAGO
	750-8202/025-002
	P




[bookmark: _Toc495300908][bookmark: _Toc512506461]Test case name: IED-ADD-C

Description: Engineering with ICT
Test Steps:
Note: Steps C1 – C5 should be done for the newly added IED and for all existing IEDs that are receiving data from the new IED.
ICT imports SCD file	
ICT is able to import SCD file and create the instances of the IED in the ICT (SICS I21, I22)
Final IED engineering as required	
ICT uses the subscription information from SCT 
Note: verification to be done by witness during test by observing what needs to be done in the IED tool by the engineer to create the binding of incoming external signals to internal signals (SICS I213, I42, I43)
ICT configures the IED	
IED can be configured	
ICT exports IID/XFactor file	
ICT is able to produce IID/XFactor file with updated ExtRefs
Check IID/XFactor file	
Run IID/XFactor file through various SCL checkers and validators; report results for documentation	
[bookmark: _Toc512506462]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Client
	zenon

	WAGO
	750-8202/025-002
	P




[bookmark: _Toc495300909][bookmark: _Toc512506463]Test case name: IED-ADD-D
Description: Verify IED Behavior
Note: Steps D1 – D5 should be done for the newly added IED and for all existing IEDs that are receiving data from the new IED.
Test Steps:
Verify step A5	
Connect with a test client to the IED
Verify step A9	
Verify
Verify step A8	
Verify that reports are sent to the test client with the content as configured by the SCT (SICS I25 - I28)
Verify step A9 Simulate GOOSE message	
Verify	(SICS I25 – I28)
Verify step A9 Simulate SV stream	
Verify	(SICS I25 – I28)
[bookmark: _Toc512506464]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	WAGO
	750-8202/025-002
	P




[bookmark: _Toc495300910][bookmark: _Toc512506465]Test case name: IED-ADD-E
Description: Update SCD file
Test Steps:
SCT imports IID/XFactor files	
SCT is able to import IID/XFactor files	(SICS S110)
Update data flow based on updated ExtRefs
Export updated SCD file		
(SICS S61, S62)
[bookmark: _Toc512506466]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Client
	zenon

	WAGO
	750-8202/025-002
	P




[bookmark: _Toc495300911][bookmark: _Toc512506467]Test case name: IED-ADD-F
Description: SCD file inspection
Test Steps:
Verify step E2	
In the SCD file, verify that the ExtRefs of the IEDs are updated based on what has been returned by the IID/XFactor files for IEDs
Check SCD file	
Run SCD file through various SCL checkers and validators; report results for documentation

[bookmark: _Toc512506468]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	WAGO
	750-8202/025-002
	P




[bookmark: _Toc512506469][bookmark: _Toc495300912][bookmark: _Toc511744581][bookmark: _Toc513830790]Control Testing

[bookmark: _Toc512506470]Direct Control
 
Preconditions: The server is enabled for remote control and the Pos.stVal on the server is “on”. The control model is Direct Operate.
Test Step:  Client issues a direct control to the server that is enabled for remote control with a ctlVal of “on”.

Expected Result: Server will indicate that no control action has taken place and the client shall indicate a control error and display the correct additional cause diagnoses (Position-reached) if addCause is supported by client. 
[bookmark: _Toc512506471]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA
	OMICRON
	SISCO

	Company
	Device
	zenon
	ISIO 200
	AXS4-61850

	GE
	C264
	P
	
	

	GE/Alstom
	P645
	
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	P




[bookmark: _Toc512506472]SBO Control

Preconditions: The server is enabled for remote control and the Pos.stVal on the server is “on”. The control model is Select Before Operate.
Test Step:  
1. Client issues a select and should be accepted.
2. Client issues Operate to the server that is enabled for remote control with a ctlVal of “on”.

Expected Result: Server will indicate that no control action has taken place and the client shall indicate a control error and display the correct additional cause diagnoses (Position-reached) if addCause is supported by client. 

[bookmark: _Toc512506473]SBO with Enhanced Security

Preconditions: The server is enabled for remote control and the Pos.stVal is “on”. The control model is Select Before Operate with Enhanced Security.
Test Step: Client issues a SBOE control to the server that is enabled for remote control with a ctlVal of “on”.

Expected Result: Server will indicate that no control action has taken place and the client shall indicate a control error and display the correct additional cause diagnoses (Position-reached.

[bookmark: _Toc512506474]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	Toshiba GRL 200
	C264
	P





[bookmark: _Toc512506475][bookmark: _Toc513830791]SOE testing (logging mechanism)

Purpose: To verify logging mechanism in close to real life application of SOE between server and clients.

[bookmark: _Toc512506476]Test cases:

1. IED has configured LCB and Log with the same DS that is referenced in URCB. Initiate changes od DO in DS. Compare records in reported URCB and recorded Log (Timestamp, ReasonCode, Value, quality)
1. Instantiate 2 LCB (different DS) with same Log. Enable logging and disconnect. Initiate change and connect again with clients to check that all changes are recorded (if PIXIP Lg3 is supported - Multiple Journal Entries).
1. Instantiate 2 LCB (same DS) with different Logs. Enable logging. Initiate change DO in DS and connect again with client to check that all changes are recorded in both Logs.

[bookmark: _Toc495300913][bookmark: _Toc512506477]Test case name: IED-LOG-1

IED has configured LCB and Log with the same DS that is referenced in URCB. Initiate changes od DO in DS. Compare records in reported URCB and recorded Log (Timestamp, ReasonCode, Value, quality)

Prerequisites:
IED has been preconfigured (using configuration tool): 
1 x DS with at least 4 DO that can be changed either by simulation or forced externally
1 x URCB with: DatSet = DS, TrgOps= DataChange, OptFlds = all
1 x LCB with: DatSet = DS, LogRef = Log, TrgOps = DataChange

Test steps:
1. Connect Client to the IED (server)
1. Reserve URCB (set Resv = True)
1. Read URCB (request GetURCBValues)
1. Enable URCB (set RptEna = True)
1. Read LCB (request GetLCBValues)
1. Enable LCB (set LogEna = True)
1. Initiate several DataChanges of DO within DS in IED and monitor changes in received URCBs.
1. Read LCB, verify OldEntrTm, NewEntrTm, OldEnt, NewEnt (request GetLCBValues)
1. Read Log entries (QueryLogAfter with no parameters)
1. Compare Log and URCB records (Timestamp, Quality, Value, ReasonCode)
1. Disable URCB, remove reservation (RptEna = False, Resv = False)
1. Disable LCB (set LogEna = False).

Expected results:
1. URCB is configured as defined in prerequisites
1. URCB is enabled
1. LCB is configured as defined in prerequisites
1. LCB is enabled
1. Verify reports with DataChanges
1. OldEntrTm, NewEntrTm, OldEnt, NewEnt changed comparing to initial state from step 3
1. Log enties have all records of DataChange with ReasonCode = DataChange
1. Reports data correspond to Log data (Timestamp, ReasonCode, Value, quality)
1. URCB disabled and reservation removed
1. LCB disabled.




[bookmark: _Toc495300914][bookmark: _Toc512506478]Test case name: IED-LOG-2
Instantiate 2 LCB (different DS) with same Log. Enable logging and disconnect. Initiate change and connect again with clients to check that all changes are recorded (if PIXIP Lg3 is supported - Multiple Journal Entries).

Prerequisites:
IED has been preconfigured (using configuration tool): 
2 x DS’s with at least 4 DO that can be changed either by simulation or forced externally
1 x LCB1 with: DatSet = DS1, LogRef = Log, TrgOps = DataChange
1 x LCB2 with: DatSet = DS2, LogRef = Log, TrgOps = DataChange

Test steps:
1. Connect Client to the IED (server)
1. Read LCB1 (request GetURCBValues)
1. Enable LCB1 (set LogEna = True),
1. Read LCB2 (request GetURCBValues)
1. Enable LCB2 (set LogEna = True)
1. Disconnect Client from IED.
1. Initiate several DataChanges of DO within DS1 and DS2 in IED.
1. Connect Client to the IED (server)
1. Read LCB1 and LCB2, verify OldEntrTm, NewEntrTm, OldEnt, NewEnt (request GetLCBValues)
1. Read Log entries (QueryLogAfter with no parameters)
1. Disable LCB1, LCB2 (set LogEna = False).

Expected results:
1. LCB1 is configured as defined in prerequisites
2. LCB1 is enabled
3. LCB2 is configured as defined in prerequisites
4. LCB2 is enabled
5. OldEntrTm, NewEntrTm, OldEnt, NewEnt changed comparing to initial (read in LCB1 and LCB2 step 2 and 4). Values in LCB1 and LCB2 are same (at least OldEntrTm, NewEntrTm)
6. Log enties have all records of DataChange with ReasonCode = DataChange. Timestamp, ReasonCode, Value and quality correspond to initiated values.
7. LCB1 and LCB2 disabled.



[bookmark: _Toc495300915][bookmark: _Toc512506479]Test case name: IED-LOG-3
Instantiate 2 LCB (same DS) with different Logs. Enable logging. Initiate change DO in DS and connect again with client to check that all changes are recorded in both Logs.

Prerequisites:
IED has been preconfigured (using configuration tool): 
1 x DS’s with at least 4 DO that can be changed either by simulation or forced externally
1 x LCB1 with: DatSet = DS1, LogRef = Log1, TrgOps = DataChange
1 x LCB2 with: DatSet = DS1, LogRef = Log2, TrgOps = DataChange

Test steps:
1. Connect Client to the IED (server)
1. Read LCB1 (request GetURCBValues)
1. Enable LCB1 (set LogEna = True),
1. Read LCB2 (request GetURCBValues)
1. Enable LCB2 (set LogEna = True)
1. Initiate several DataChanges of DO within DS1 in IED.
1. Read LCB1 and LCB2, verify OldEntrTm, NewEntrTm, OldEnt, NewEnt (request GetLCBValues)
1. Read Log entries (QueryLogAfter with no parameters)
1. Disable LCB1, LCB2 (set LogEna = False).

Expected results:
1. LCB1 is configured as defined in prerequisites
2. LCB1 is enabled
3. LCB2 is configured as defined in prerequisites
4. LCB2 is enabled
5. OldEntrTm, NewEntrTm, OldEnt, NewEnt changed comparing to initial (read in LCB1 and LCB2 step 2 and 4). Values in LCB1 and LCB2 are same (at least OldEntrTm, NewEntrTm)
6. Log entries have all records of DataChange with ReasonCode = DataChange. Timestamp, ReasonCode, Value and quality correspond to initiated values
7. LCB1 and LCB2 disabled.





[bookmark: _Toc482011961][bookmark: _Toc495300916][bookmark: _Toc511744582][bookmark: _Toc512506480][bookmark: _Toc513830792]SCL use in clients
General Notes:
1. It is expected that the server is configured with the same SCL data model as to be loaded by the client.
1. It is expected that the client will load the server information from an SCL file. 
Witness should note if either of the above is not the case.
[bookmark: _Toc495300917][bookmark: _Toc512506481]Configure Client network addressing from SCL: CS-NETADDR

Expected result
4.	Network addressing in Client can be configured from SCL. 
5.	Client establishes TPAA with Server.
Test description
Run SCL file through various SCL checkers and validators; report results for documentation.
Start Client without any configuration of a server.
Client selects the server (IED) with which the test is being conducted from the SCD file using local means.
Client shall configure the network addressing information that is necessary for it to establish communication with the selected Server. 
While Server is online, establish TPAA from Client.
Comment
Link Layer: IP address, IP port
Application Layer ISO 8650-1(ACSE): Calling (client), Called (server)


[bookmark: _Toc495300918][bookmark: _Toc512506482][bookmark: _Ref482104912][bookmark: _Toc482011963][bookmark: _Toc480989970]Equivalency of Object Model derived from SCL vs. ACSI based discovery:CS-MODEL-DISCO
Expected result
5.	The namespace - configured from SCL and available via ACSI. (online) services - are equivalent.
Test description
1. Start Client without configuration of Server data model.
1. Client selects the server (IED) with which the test is being conducted from the SCD file using local means.
1. Client shall configure the server namespace for the IED selected from the SCD file.
1. Associate Client and Server.
1. Check equivalency of Server data model derived from SCL vs. derived via online services.
Comment
The separate import of the same SCL file for this test may not be required when the namespace has already been configured at test Error! Reference source not found..
It may not be feasible under all circumstances with large data models to perform an exact comparison of the complete data model. Witness to note if the complete data model is compared or a subset of the data model: Logical Device(s), Logical Nodes, Data Objects and/or Functional Constrains.

[bookmark: _Toc495300919][bookmark: _Toc512506483][bookmark: _Toc482011964]Configure RCB Subscription(s) from SCD discovery:  CS-RCB-SUB-DISCO
Expected result
5.	The Client connects to the Server, enables the RCB and processes Reports.
The Server is providing Reports according to the RCB settings; it provides correct values in URCB.Resv -a) 1, b) 0, BRCB.ResvTms (a) 0, b) -1, and RCB.Owner attributes (if present).
7. 	Client makes correct attempt to enable RCBs - according Client's configuration. 
Server provides correctly updated RCB attributes - according Server's configuration. 
If possible to force mismatch: Server refuses the Client's attempt to enable RCB assigned to mismatching ClientLN.   
Test description
1. Start Client without configuration of Server's RCBs.
1. Using local means Client selects RCBs:
1. of own ClientLN (if exist) 
1. and/or selects instances of not assigned RCBs.
1. Using local means Server updates RCBs and/or datasets from SCD/CID.
1. Associate Client and Server.
1. Client enables RCBs.
1. Abort TPAA and reconfigure the Server and/or Client to mismatch ClientLN by a URCB and a BRCB.
1. Associate Client and Server. Client attempts to enable RCBs.
Comment
The separate import of the same SCL file for this test case may not be required when the client has already configured the reports in test Error! Reference source not found. or test 6.3.16.2.
SCT creates SCD based on the ICD/IID files provided by Client and Server:
· New Datasets can be added, or existing can be changed.
· New RCB can be added, or existing attributes can be changed.
· Available ClientLN can be assigned to RCBs in Server's devices.
· Input section with ExtRef can be added to the LN of the Client.
Server shall set non 0 value URCB.Resv and BRCB.ResvTms if RCB is pre-assigned to ClientLN; else 0; then client sets value > 0.
Steps 6-7 are optional as this requires manual manipulation in SCL and/or "freeze" of ConfRev


[bookmark: _Toc482011965][bookmark: _Toc495300920][bookmark: _Toc511744583][bookmark: _Toc512506484][bookmark: _Toc513830793]Data acquisition of FCD or FCDA
This section shall verify acquiring data (service: Read a/o Report) at the various levels of Object Reference.
[bookmark: _Toc495300921][bookmark: _Toc512506485][bookmark: _Toc482011966]Data acquisition of FCD: CS-FCD-ACD
Expected result
1.	Client values of the Server’s data attributes of FC in acquired DO match. 
For Data Objects with FC=ST/MX also Quality and Timestamp match.
Test description
1. Client issues a Read (or process Report) of a FCD, e.g. LLN0.Mod and FC=ST.
Comment

[bookmark: _Toc512506486]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	Simulator
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P
	

	Toshiba
	GRL 200
	
	
	P
	P
	
	

	TMW
	Test Suite Pro
	
	
	P
	
	
	

	KEPCO
	Virtual Server
	
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P





[bookmark: _Toc495300922][bookmark: _Toc512506487][bookmark: _Toc482011967]Data acquisition of FCDA: CS-FCDA-ACQ
Expected result
1, 3.	Client value of the Server’s data attribute matches. 
On Client the Quality of Data Object - if not acquired separately - stays unchanged or changes to local default value.
On Client the Timestamp of Data Object is local.
Test description
1. Client issues a Read (or process Report) of a FCDA, e.g. LLN0.Mod.stVal
1. In case of ST/MX data attributes: force on Server the change of Quality and Timestamp of the Data Object.
1. Client issues a Read (or process Report) of the FCDA.
Comment
Observer takes note what (local meanings) Server and Client are using to assure that Data Object (of CDC listed in -7-2 Table 64, q and t) with ST/MX has Quality and Timestamp in case of access limited to FCDA level 


[bookmark: _Toc512506488]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	P
	

	KEPCO
	Virtual Server
	
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P



[bookmark: _Toc495300923][bookmark: _Toc512506489]Float32 values in Read service: CS-FLOAT-READ
Expected result
1..4. Client value of the Server’s Floating-point value shall match within possible rounding errors.
Also Quality and Timestamp shall match if q and t are included. 
Test description
Client and Server are to process a Read service at the DO, DA and/or other node levels:
1. Level of DO, e.g. MMXU1.PhV.phsA [MX] 
1. Level of DA, e.g. MMXU1.PhV.phsA.cVal.mag.f [MX]
1. Level of part of structured DO, e.g. MMXU1.PhV [MX]
1. Level of part of structured DA, e.g. MMXU1.PhV.phsA.cVal [MX]
Comment
Float attribute to be selected from Server’s data model.
Observer takes note what (local meanings) Server and Client are using to assure that MX data has Quality and Timestamp in case of access limited to FCDA level.

[bookmark: _Toc512506490]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	P
	F
	

	TMW
	Test Suite Pro
	
	
	P
	
	
	

	Toshiba
	GRL 200
	
	
	P
	
	
	

	KEPCO
	Virtual Server
	
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc495300924][bookmark: _Toc512506491][bookmark: _Toc482011969]Float32 values in Report service: CS-FLOAT-RPT
Expected result
1..4. Client value of the Server’s Floating-point value shall match within possible rounding errors.
Also Quality and Timestamp shall match if q and t are included in referred part. 
Test description
Client is to acquire Reports with float at the DO, DA and/or other node levels:
1. Level of DO, e.g. MMXU1.PhV.phsA [MX] 
1. Level of DA, e.g. MMXU1.PhV.phsA.cVal.mag.f [MX]
1. Level of part of structured DO, e.g. MMXU1.PhV [MX]
1. Level of part of structured DA, e.g. MMXU1.PhV.phsA.cVal [MX]
Comment
Float attribute to be selected from Server’s data model.
Observer takes note what (local meanings) Server and Client are using to assure that MX data has Quality and Timestamp in case of access limited to FCDA level.

[bookmark: _Toc512506492][bookmark: _Toc482011970][bookmark: _Toc495300925][bookmark: _Toc511744584]Test Results

	
	
	Client

	Server
	Company
	CYG
	COPA-DATA
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	zenon
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	P



[bookmark: _Toc512506493][bookmark: _Toc513830794]Datasets
This section shall verify Datasets containing members at various Object Reference levels.
[bookmark: _Toc482011971][bookmark: _Toc495300926][bookmark: _Toc512506494]Static Datasets

[bookmark: _Toc495300927][bookmark: _Toc512506495][bookmark: _Toc482011972]FCD and FCDA in predefined Dataset: CS-DATSET-STATIC
Expected result
1.	Client values of the members of the dataset match with the Server.
Test description
1. Perform GetDataSetValues and data-change Report on a predefined dataset with at least 4 members:
0. with at least one member being a FCD;
0. with at least one member being a FCDA.
Comment
Observer takes note if Dataset members are FCD or FCDA and takes note of what (local meanings) Server and Client are using to assure that MX data has Quality and Timestamp in case of access limited to FCDA level.

[bookmark: _Toc512506496]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	OMICRON
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	ISIO 200
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	GE/Alstom
	P645
	
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	
	P
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc480989980][bookmark: _Toc482011973][bookmark: _Toc495300928][bookmark: _Toc512506497]Array in predefined Dataset: CS-DATSET-ARRAY
Expected result
1.	Client values of the members of the dataset match with the Server.
Test description
1. Perform GetDataSetValues and data-change Report on a dataset that contains members of datatype ARRAY.
Comment
Observer notices if Dataset members are FCD or FCDA with indexing. 
Example of FCDA with indexing (from part 6):
<FCDA ldInst="C1" lnInst="1" lnClass="PVOC" doName=" TmASt " fc="SP" daName="curvPts(2).xVal" ix="2"/>
<FCDA ldInst="C1" lnInst="1" lnClass="MHAI" doName="HPhV.phsAHar(3)" fc="MX" daName="mag" ix="3"/>

[bookmark: _Toc482011974][bookmark: _Toc495300929][bookmark: _Toc512506498]Dynamic DataSets

[bookmark: _Toc495300930][bookmark: _Toc512506499][bookmark: _Toc482011975]FCD and FCDA in dynamic Dataset: CS-DATSET-DYN
Expected result
1.	DataSet on Server is defined correctly. 
2.	Client values for the members of the data set should match those of Server. 
3.	DataSet is deleted from Server.
Test description
1. CreateDataSet with at least 4 members:
0. with at least one member being a FCD;
0. with at least one member being a FCDA.
1. Perform GetDataSetValues (or Report) on the dataset.
1. DeleteDataSet (created in step 1).
Comment
Observer takes note of what (local meanings) Server and Client are using to assure that ST/MX data has Quality and Timestamp in case of access limited to FCDA level.

[bookmark: _Toc512506500]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	zenon
	Test Suite Pro
	Simulator
	AXS4-61850

	CYG
	PRS-7367
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	P




[bookmark: _Toc482011976][bookmark: _Toc495300931][bookmark: _Toc511744585][bookmark: _Toc512506501][bookmark: _Toc513830795]Reporting
The previous test cases are already covering basic scenarios for RCB enable and data acquisition via Reporting. This section shall verify more sophisticated or (system) specific dependencies resulting from flexibility of the Standard.
The focus is also how to detect and solve situations resulting from configuration (SCL, human) mistakes via online services.  Test cases common for both Unbuffered as well as Buffered Report Control Blocks (RCB); and for Report service in general.
[bookmark: _Toc495300933][bookmark: _Toc512506502][bookmark: _Toc482011978]Initial RCB enable: CS-RPT-ENA
    Expected result
1.	Client is able to enable RCB.
2.	Client is able to update RCB and enable it. 
Server accepts SetRCBValues of "Dyn" attributes.
3.	Server and Client process Report services. 
Server process Report according RCB attributes. 
Client gives some indication that data being acquired via reporting. 
Client values (and quality and timestamp) match those of Server.
Test description
1. Enable RCB with "Fix/Conf" attributes fulfilling minimal Client's requirements.
1. SetRCBValues on "Dyn" attributes: TrgOps, OptFlds, IntgPd, BufTm; then enable RCB.
1. Process Reports on triggers: GI or integrity, and on data-change.
Comment
Minimal RCB attributes requirements are in client's PIXIT (not ICD), thus in SCD a mismatch is possible. 




[bookmark: _Toc512506503]Test Results -Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	OMICRON
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	ISIO 200
	Test Suite Pro
	
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	
	

	NovaTech
	Power Plex II
	
	N1
	
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	
	

	CYG
	PRS-7367
	
	
	P
	
	
	
	

	SAC
	PSL621U
	
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	
	P
	P
	

	Toshiba
	GRL 200
	
	
	P
	
	P
	
	

	GE/Alstom
	P645
	
	
	
	P
	
	
	

	TMW
	Test Suite Pro
	
	
	P
	
	
	
	

	GE
	C264
	
	
	P
	
	
	
	

	OMICRON
	ISIO 200
	
	
	P
	
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	
	P

	n1 - Some RCBs can be configured, but doesn't work after being enabled






[bookmark: _Toc512506504]Test Results -UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	OMICRON
	TMW
	Xelas
	SISCO

	Company
	Device
	
	zenon
	ISIO 200
	Test Suite Pro
	Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	P
	
	
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	
	
	

	Siemens
	7UT85
	P
	
	
	
	
	

	CYG
	PRS-7367
	
	
	
	
	
	

	SAC
	PSL621U
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	P
	
	P
	P
	

	Toshiba
	GRL 200
	
	P
	
	P
	
	

	GE/Alstom
	P645
	
	
	
	
	
	

	TMW
	Test Suite Pro
	
	
	
	
	
	

	OMICRON
	ISIO 200
	
	P
	
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P

	n1 - Some RCBs can be configured, but doesn't work after being enabled






[bookmark: _Toc495300934][bookmark: _Toc512506505][bookmark: _Toc482011979]Release RCB.RptEna by connection loss: CS-RPT-RELEASE
Expected result
3.	Client and Server detect connection loss.
Client gives indication of connection loss.
Server sets RptEna = false in all RCBs assigned to the Client.
4. 	Client and Server associate and enables the RCBs successfully.  
Test description
1. Associate Client and Server. 
1. Client enables at least one URCB and one BRCB.
1. Disconnect Ethernet between Client and Server.
1. Reconnect Ethernet, associate Client and Server and enables the RCBs.
Comment
Prefer to use the loss detection via mandatory TCP_KEEPALIVE, not local loss of TCP link; and not via MMS services (no/slow Integrity, no/slow polling). 
Note: URCB.Resv and BRCB.ResvTms handling will be tested in a next case.




[bookmark: _Toc512506506]Test Results - Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	OMICRON
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	ISIO 200
	Test Suite Pro
	
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	
	

	Siemens
	7UT85
	
	F n1
	
	
	
	
	

	CYG
	PRS-7367
	
	
	P
	
	
	
	

	SAC
	PSL621U
	
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	
	P
	P
	

	Toshiba
	GRL 200
	
	
	P
	
	P
	
	

	GE/Alstom
	P645
	
	
	
	P
	
	
	

	TMW
	Test Suite Pro
	
	
	P
	
	
	
	

	GE
	C264
	
	
	P
	
	
	
	

	OMICRON
	ISIO 200
	
	
	F
	
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	
	P

	n1 -The server's BRCB releases the reserved state immediately when the client release the connection with server






[bookmark: _Toc512506507]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	OMICRON
	TMW
	Xelas
	SISCO

	Company
	Device
	
	zenon
	ISIO 200
	Test Suite Pro
	Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	P
	
	
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	
	
	

	Siemens
	7UT85
	P
	
	
	
	
	

	CYG
	PRS-7367
	
	
	
	
	
	

	SAC
	PSL621U
	
	P
	
	
	
	

	WAGO
	750-8202/025-002
	
	P
	
	P
	P
	

	Toshiba
	GRL 200
	
	
	
	P
	
	

	GE/Alstom
	P645
	
	
	
	
	
	

	TMW
	Test Suite Pro
	
	
	
	
	
	

	OMICRON
	ISIO 200
	
	F
	
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc495300935][bookmark: _Toc512506508][bookmark: _Toc482011980]RCB without Dataset: CS-RPT-NO-DATSET
Expected result
1.	optionally, in case the Server does not support dynamical datasets:
Server allows only RCB to be configured with a valid Datset. Server's ICT gives indication about the case.
3.	Depending step 1 and local meanings in Server and Client:
1. Client detects missing/invalid Dataset in the RCB and gives indication about the case. Client does not try to enable RCB or configures dynamical or an existing dataset.
1. While RCB.Datset is invalid, Server responds SetRCBValues( RptEna) negative. 
Test description
1. Configure Server to have a RCB with empty (or not existing) Datset attribute.
1. Configure Client to try to enable the RCB.
1. Associate Client and Server. Force Client to SetRCBValues( RptEna ).
Comment

[bookmark: _Toc512506509]Test Results - Buffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA

	Company
	Device
	
	zenon

	ABB
	REL-670
	
	

	SEL
	751
	
	

	NovaTech
	Power Plex II
	P
	

	Siemens
	7UT85
	P
	

	CYG
	PRS-7367
	
	P

	SAC
	PSL621U
	
	P

	Toshiba
	GRL 200
	
	P

	TMW
	Test Suite Pro
	
	P

	WAGO
	750-8202/025-002
	
	

	GE
	C264
	
	



[bookmark: _Toc512506510]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA

	Company
	Device
	
	zenon

	ABB
	REL-670
	
	

	SEL
	751
	
	

	NovaTech
	Power Plex II
	P
	

	Siemens
	7UT85
	P
	

	CYG
	PRS-7367
	
	P

	SAC
	PSL621U
	
	P

	Toshiba
	GRL 200
	
	P

	TMW
	Test Suite Pro
	
	P

	WAGO
	750-8202/025-002
	
	




[bookmark: _Toc495300936][bookmark: _Toc512506511][bookmark: _Toc482011981]Empty or ambiguous Report ID: CS-RPT-BAD-ID
Expected result
2.	Client enables RCB.
3.	Server provides the correct RCB reference in Report.RptID value.
Client values of the members of the dataset should match those of Server.
5.	Client may (try to) update RptID or OptFlds.
Server accepts updates (if related ReportSettings are "Dyn").
Client enables updated RCB or indicates failure.
6. 	If update was possible the Client values of the members of the dataset should match those of Server.
Test description
1. Configure Server to have a RCB with empty RptID attribute and minimal required OptFlds by the Client.
1. Associate Client and Server. Client to enable the RCB.
1. Process (in Server and Client) at least one Report on data- or quality-change and one GI or Integrity.
1. Abort TPAA and configure Server to have 2 RCBs with identical RptID but different Dataset. Configure RCBs with OptFlds not containing data-set-name nor data-reference.
1. Associate Client and Server. Client enables the RCBs or indicates failure.
1. For both RCBs: process (in Server and Client) at least one Report on data- or quality-change and one GI or Integrity.
Comment




[bookmark: _Toc512506512]Test Results - Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	Simulator
	AXS4-61850

	ABB
	REL-670
	P
	P
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	Novatech
	PowerFlex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	
	

	CYG
	PRS-7367
	
	
	P
	
	
	

	SAC
	PSL621U
	
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	
	P
	
	P
	

	Toshiba
	GRL 200
	
	
	P
	
	
	

	TMW
	Test Suite Pro
	
	
	P
	
	
	

	GE
	C264
	
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P




[bookmark: _Toc512506513]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	
	zenon
	Test Suite Pro
	Simulator
	AXS4-61850

	Company
	Device
	
	
	
	
	

	ABB
	REL-670
	P
	
	
	
	

	SEL
	751
	P
	
	
	
	

	Novatech
	PowerFlex II
	P
	
	
	
	

	Siemens
	7UT85
	
	P
	
	
	

	CYG
	PRS-7367
	
	P
	
	
	

	SAC
	PSL621U
	
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	
	P
	

	Toshiba
	GRL 200
	
	P
	
	
	

	TMW
	Test Suite Pro
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	P




[bookmark: _Toc495300937][bookmark: _Toc512506514][bookmark: _Toc482011982]Analogue (MX) data Reports dependency to BufTm and Deadband : CS-RPT-MX
Expected result
3, 6.	Server process Reports according BufTm and correctly applies the deadband for the measured values - from instant values, considering deadband (the attribute db [CF]).
Client values of the Server’s measured values shall match within possible rounding errors.
Test description
1. Configure Server to have a RCB with deadbanded, analogue values, 
e.g. attribute mag in the CDC MV like MMXU1.PhV.phsA [MX].
1. Associate Client and Server. Client enables the RCB.
1. Process at least one Report on data-change or data-update.
1. Abort TPAA or disable RCB; reconfigure RCB.BufTm and MMXU1.PhV.phsA.db [CF] in SCL or via online services.
1. (Associate) Client enables the RCB. 
1. Process at least one Report on data-change or data-update.
Comment
RCB.BufTm and db [CF] are parameters making possible to limit Ethernet traffic caused by reporting of measured values; the use-case are instantly fluctuating measured values. The data attribute db is optional in CDC MV. If the db attribute is a member of Dataset is not relevant for the test.

[bookmark: _Toc512506515]Test Results - Buffered

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	Simulator
	AXS4-61850

	ABB
	REL-670
	P
	
	
	
	
	

	SEL
	751
	
	P
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	
	

	Siemens
	7UT85
	
	
	
	
	
	

	WAGO
	750-8202/025-002
	
	
	P, n1
	I
	P
	

	GE
	C264
	
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	
	P

	n1 – conflicting results from two different submitted result sheets



[bookmark: _Toc512506516]Test Results - UnBuffered

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	TMW

	Company
	Device
	
	zenon
	Test Suite Pro

	ABB
	REL-670
	P
	
	

	SEL
	751
	P
	
	

	NovaTech
	Power Plex II
	P
	
	

	Siemens
	7UT85
	P
	
	

	WAGO
	750-8202/025-002
	
	P, n1
	I

	n1 – conflicting results from two different submitted result sheets



[bookmark: _Toc495300939][bookmark: _Toc512506517][bookmark: _Toc482011984]URCB.Resv handling by connection loss: CS-RPT-URCB-RESV
Expected result
1.	Server sets URCB.Resv = true in preassigned URCB.
2. 	Client does not SetURCBValues( Resv ) or accepts (p/n) response; and enables the URCB correctly.
3. 	Server and Client detects connection loss. The value of URCB.Resv does not change.
4.	Server sets URCB.Resv = false.
5.	Client does SetURCBValues( Resv=true ) and enables the URCB.
6. 	Server and Client detects connection loss. Server changes URCB.Resv to false.
Test description
1. Configure in Server an URCB with an instance preassigned to ClientLN of the Client.
1. Associate Client and Server. Client enables the URCB.
1. Abort TPAA.
1. Configure in Server an URCB without any ClientLN.
1. Associate Client and Server. Client enables the URCB.
1. Abort TPAA.
Comment
Results depend on Ed.1 / Ed.2. Observers may notice the meanings the Client and the Server are using to solve eventual differences in reservation handling.

[bookmark: _Toc512506518]Test Results

	
	
	Client

	Server
	Company
	SAC China
	TMW
	COPA-DATA
	Xelas

	Company
	Device
	
	Test Suite Pro
	zenon
	61850 Simulator

	ABB
	REL-670
	P
	
	
	

	SEL
	751
	P
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	

	Siemens
	7UT85
	P
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	P



[bookmark: _Toc495300941][bookmark: _Toc512506519][bookmark: _Toc482011986]Acquisition of Reports buffered during TPAA loss: CS-RPT-BUFF
Expected result
4.	Client sends correct EntryID - the last completely received before TPAA loss.
Server: 
· if no buffer overflow:  responds EntryID positive;
· buffer overflow:  responds EntryID negative and in step 5 process like EntryID=0 - sends from the first entry in the buffer.
5. 	Server sends Reports starting by next after received EntryID or all buffered in case of overflow. In case of overflow, if OptFlds, the BufOvfl is in the first Report.
Client process data from buffered reports and gives some indication that data being acquired via reporting and in case of overflow. Client values (and quality and timestamp) match those of Server also for data from period of connection loss.
7. 	Results depend if Client uses resynchronization (a) 
or mismatch detection/auto-description (b):
1. Server responds EntryID negative and in step 8 process like EntryID=0 - sends from the first entry in the buffer.
1. Client resynchronizes using EntryID=0 or SetBRCBValues( PurgeBuf and/or GI)
8. 	 Client process data from buffered reports and gives some indication that data being acquired via reporting.
If buffer is purged, and if OptFlds, Server sets BufOvfl in the first Report.
Test description
1. Associate Client and Server, Client enables at least one BRCB.
1. Server and Client process at least one Report with valid EntryID. Then force TPAA loss.
1. During connection loss Server buffers at least one data- or quality-change report.
1. Associate Client and Server. Client resynchronizes the BRCB - SetBRCBValues( EntryID).
1. Client enables the BRCB and process buffered Reports.
1. Force TPAA loss and reconfigure on Server some members of Dataset in the BRCB.
1. Associate Client and Server. Client resynchronizes the BRCB or - if detects mismatch or uses auto-description - it purges the buffer.
1. Client enables the BRCB and process buffered Reports or GI.
Comment
According IEC 61850-7-2, 17.2.2.1, a server shall first respond SetBRCBValues( EntryID ) and then may send Reports. And - according TISSUE 1454 - a server may send Report by reception of SetBRCBValues( RptEna ) - already before the write response. Thus the test result depends if Client maps SetBRCBValues for EntryID and RptEna in only one, or few MMS services.



[bookmark: _Toc512506520]Test Results

	
	
	Client

	Server
	Company
	CYG
	SAC China
	COPA-DATA
	TMW
	Xelas

	Company
	Device
	PRS-7000
	
	zenon
	Test Suite Pro
	61850 Simulator

	ABB
	REL-670
	P
	P
	
	
	

	SEL
	751
	
	P
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	
	

	Siemens
	7UT85
	
	P
	
	
	

	SAC
	PSL621U
	
	
	F
	
	

	WAGO
	750-8202/025-002
	
	
	
	F
	I



[bookmark: _Toc495300942][bookmark: _Toc512506521][bookmark: _Toc482011987]BRCB.ResvTms handling by connection loss: CS-RPT-RESVTMS

Expected result
1.	Server sets BRCB.ResvTms = -1 in pre-assigned URCB.
2. 	Client does not SetBRCBValues( ResvTms ) or accepts (p/n) response; and enables the BRCB correctly.
3. 	Server and Client detects connection loss. The value of BRCB.ResvTms = -1 not change.
4.	Server sets BRCB.ResvTms = 0.
5.	Client does SetBRCBValues( ResvTms > 0 ) and enables the BRCB.
6. 	Server and Client detects connection loss. Server counts down BRCB.ResvTms.
Test description
1. Configure in Server a BRCB with an instance preassigned to ClientLN of the Client.
1. Associate Client and Server. Client enables the BRCB.
1. Abort TPAA. Use local Server's meanings of additional client to check BRCB attributes.
1. Configure in Server a BRCB without any ClientLN.
1. Associate Client and Server. Client enables the BRCB.
1. Abort TPAA. Use local Server's meanings of additional client to check BRCB attributes.
Comment
BRCB.ResvTms is optional. Results depend on Ed.1 / Ed.2. Observers may notice the meanings the Client and the Server are using to solve eventual differences in reservation handling.


[bookmark: _Toc512506522]Test Results

	
	
	Client

	Server
	Company
	SAC China
	COPA-DATA
	TMW
	Xelas
	SISCO

	Company
	Device
	
	zenon
	Test Suite Pro
	61850 Simulator
	AXS4-61850

	ABB
	REL-670
	
	
	
	
	

	SEL
	751
	
	
	
	
	

	NovaTech
	Power Plex II
	P
	
	
	
	

	Siemens
	7UT85
	
	
	
	
	

	SAC
	PSL621U
	
	F
	
	
	

	WAGO
	750-8202/025-002
	
	P
	P
	F
	

	Toshiba
	GRL 200
	
	P
	
	
	

	TMW
	Test Suite Pro
	
	P
	
	
	

	GE
	C264
	
	P
	
	
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	
	P




[bookmark: _Toc495300943][bookmark: _Toc512506523][bookmark: _Toc482011988]Data in Reports from BRCB instances enabled by redundant Clients: CS-RPT-RED-CLIENT
Expected result
5.	During connection loss Server process Reports for connected Client with identical data (value, quality and timestamp) as data in buffered Reports processed to second Client.
On both Clients, the values of the members of the dataset should match those of Server.
Test description
1. Configure system where 2 BRCBs with the same Dataset are enabled by duplicated (redundant) Clients, e.g. use two instances of a BRCB.
1. Associate Server with both Clients. Enable reporting, produce at least one Report.
1. Disconnect Ethernet by one Client.
1. Process few Reports on trigger data-change.
1. (re)Associate the Client. Client acquires buffered data.  
Comment
Demands redundant clients or the compare using two clients configured in parallel. 

[bookmark: _Toc512506524]Test Results

	
	
	Client

	Server
	Company
	CYG
	COPA-DATA
	TMW
	SISCO

	Company
	Device
	PRS-7000
	zeonon
	Test Suite Pro
	AXS4-61850

	Company
	Device
	
	
	
	

	ABB
	REL-670
	P
	
	
	

	SEL
	751
	
	
	
	

	NovaTech
	Power Plex II
	
	P
	
	

	Siemens
	7UT85
	
	P
	
	

	Toshiba
	GRL 200
	
	P
	
	

	TMW
	Test Suite Pro
	
	P
	
	

	WAGO
	750-8202/025-002
	
	
	I
	

	Maschinenfabrik Reinhausen
	TAPCON
	
	
	
	P





[bookmark: _Toc482011989][bookmark: _Toc495300944][bookmark: _Toc511744586][bookmark: _Toc512506525][bookmark: _Toc513830796]Service Tracking
[bookmark: _Toc482011990][bookmark: _Toc495300945][bookmark: _Toc512506526]Control Services
Cases are focusing on tracking of control services in multi-clients systems.
[bookmark: _Toc495300946][bookmark: _Toc512506527][bookmark: _Toc482011991][bookmark: _Ref482011103]Tracking of service Select/SelectWithValue negative: CS-TRACK-SEL-NEG
Expected result
3.	Server process Service Tracking about the control service with correct information (ServiceType, ErrorCode, originator, AddCause etc).
Client gives indication about the control service processed by another client.
Test description
1. Configure reporting of LTRK.SpcTrk or LTRK.DpcTrk.
1. Associate Client and Server.
1. Another client process Select or SelectWithValue on interlocked or already selected SPC or DPC in control mode 2 or 4. 
Comment
Ed.2 only.
Demands use of multiple clients.




[bookmark: _Toc512506528]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	SAC
	PSL621U
	F




[bookmark: _Toc495300947][bookmark: _Toc512506529][bookmark: _Toc482011992]Tracking of service Operate from another client: CS-TRACK-OPER
Expected result
3.	Similar like 6.3.20.1.1; 
Optional test of the use-case: suppressing of trip detection on Client.
Test description
1. Configure reporting of LTRK.SpcTrk or LTRK.DpcTrk.
1. Associate Client and Server.
1. Another client process successfully Operate on SPC or DPC.
Comment
Ed.2 only.
Demands use of multiple clients.

[bookmark: _Toc512506530]Test Results

	
	
	Client

	Server
	Company
	CYG
	COPA-DATA

	Company
	Device
	PRS-7000
	zenon

	ABB
	REL-670
	P
	

	SAC
	PSL621U
	
	F



[bookmark: _Toc512506531]Tracking of service Operate from another client: CS-TRACK-SEL-NEG-SBO-ENH
Expected result
1. Similar like 6.3.20.1.1; 
Optional test of the use-case: suppressing of trip detection on Client.
Test description
1. Configure reporting of LTRK.SpcTrk or LTRK.DpcTrk.
2. Associate Client and Server.
3. Another client process successfully SBO with Enhanced Security on SPC or DPC.
Comment
Ed.2 only.
Demands use of multiple clients.

[bookmark: _Toc512506532]Test Results

	
	
	Client

	Server
	Company
	COPA-DATA

	Company
	Device
	zenon

	KEPCO
	Virtual Server
	P



[bookmark: _Toc495300948][bookmark: _Toc511744587][bookmark: _Toc512506533][bookmark: _Toc513830797]Settings Group 
[bookmark: _Toc495300949][bookmark: _Toc512506534]Ability to change Active Group: CS-SGCB-1
Expected result
1.	Active setting group is changed
2. Settings are shown to have actually been changed.
Test description
1.  Client changes active setting group

[bookmark: _Toc512506535]Test Results

	
	
	Client

	Server
	Company
	CYG

	Company
	Device
	PRS-7000

	ABB
	REL-670
	P





[bookmark: _Toc495300950][bookmark: _Toc512506536]Ability to change setting and then activate the revised group: CS-SGCB-2
Expected result
1.	Active setting group is changed
2. Settings are shown to have actually been changed.
Test description
1. Client sets edit group.
2. Client changes a setting as is appropriate (must coordinate with IED vendor).
3. Client saves group.
4. Client activates group.


[bookmark: _Toc495300951][bookmark: _Toc512506537]Verification that Setting Group Change are persisted: CS-SGCB-3
Expected result
1.	Active setting group is changed
2. Settings are shown to have actually been changed.
Test description
1. Client changes active setting group 
2. DUT is power-cycled
3. Client re-establishes connection.
4. Client verifies active setting group.


[bookmark: _Toc495300952][bookmark: _Toc512506538]Verification that Setting Changes are persisted: CS-SGCB-4
Expected result
1.	Active setting group is changed
2. Settings are shown to have actually been changed.
Test description
1. Client sets edit group.
2. Client changes a setting as is appropriate (must coordinate with IED vendor).
3. Client saves group.
4. DUT is power-cycled
5. Client re-establishes association.
6. Client activates group.


[bookmark: _Toc495300953][bookmark: _Toc512506539]Verification that Settings are persisted: CS-SGCB-NEG-1
Expected result
1.	Active setting group is changed
2. The settings are shown to have not  changed.
Test description
1. Client sets edit group.
2. Client changes a setting as is appropriate (must coordinate with IED vendor).
3. Client cancels the edit.
4. Client activates group.




[bookmark: _Toc495300954][bookmark: _Toc511744588][bookmark: _Toc512506540][bookmark: _Toc513830798]Validation of device synchronization (used by most clock synchronization tests)
The following procedure explains how time synchronization of each device, will be validated on the application level.
Depending on the device under test, different methodologies could be used to validate time synchronization.  In all case, this will be done using a synchronized simulation signal which is synchronized to the time server and then by retrieving timestamped process data triggered by this simulated signal.
The simulated signal could be of different types: Digital IOs, Analog (i.e.  synchrophasor simulation, time synchronized fault event), integer (counter), GOOSE(software simulated), etc.
The following diagram shows how synchronized signals could be generated from externally synchronized signal simulators:


The easiest way to produce timestamped data is probably using a synchronized toggling digital signal.  Most of the devices under tests support digital inputs.  Simply by publishing the status of the digital input using GOOSE or MMS, it will be possible to monitor the timestamp of this digital point.  A simple PPS signal (1Hz) is sufficient to easily verify the synchronization. 
In order to simplify the analysis of the resulting application values, the monitoring system collecting the application level values shall also be synchronized.  This way, it is quite easy to make sure that timestamps are marked with the correct second.  (This requirement can be a bit tricky when testing leap seconds, since windows systems doesn’t nicely handle leap second.  For those tests, the monitoring system clock synchronization can be first synchronized, then disabled in order to collect sequential data during the leap second.)
Using the a digital signal, the validation is done as follow:
1. Validate that the rising edge of the digital signal occurs on the top of the second.
0. For GOOSE check the timestamp of the value in the message when stVal change to true.
0. For MMS, check the timestamp of the value in the reports when stVal change to true.
1. Validate that the time (second) of the timestamp is matching the time of the monitoring system.
1. Validate time quality
2. Quality bits should match expected test result: LeapSecondKnown (LSK), ClockNotSynchronized (CNS), ClockFailure (CF)
2. In all cases, the difference between the observed timestamp and the simulation shall be within the uncertainty defined by the (timestamp time quality + simulation uncertainty).

(The falling edge of the signal can also be used; it should match the duty cycle of the simulation signal.)




[bookmark: _Toc513830799]SCL
[bookmark: _Toc519300653][bookmark: _Toc495786478][bookmark: _Toc509477819][bookmark: _Toc513830800]References and Abbreviations

[bookmark: _Toc513830801]References

	[1]
	UCAIUG_IOP_2017_Integrated_Appl_r2

	[2]
	IEC 61850-6, Amd 1 FDIS



[bookmark: _Toc519300654][bookmark: _Toc495786479][bookmark: _Toc509477820][bookmark: _Toc513830802]Abbreviations

	ENTSO-E
	European Network of Transmission System Operators for Electricity

	ICD
	IED Capability Description as defined by IEC 61850-6

	ICT
	IED configuration tool

	IID
	Instantiated IED Description as defined by IEC 61850-6

	IST
	ENTSO-E Interoperability Specification Tool (web based)

	SCD
	System Configuration Description as defined by IEC 61850-6

	SCT
	System Configuration tool according to IEC 61850-6

	SSD
	System Specification Description as defined by IEC 61850-6

	SST
	System Specification Tool as specified by IEC 61850-6


[bookmark: _Toc509477821][bookmark: _Toc513830803]SCL Version
This test is based on Edition 2.1 of the standard. The version will be:
	
	Ed 2.1

	SCL language version / revision
	2007B3 or 2007B4

	Data model version / revision
	61850-7-4:2007A



The Schema files to be used can be found on the UCA Sharepoint at:
IEC 61850 User Group > 2017 IEC 61850 IOP > IOP Documents > SCL Schemas

[bookmark: _Toc513830804]Abstract Test Cases
The following table summarizes the test cases to be performed.
	Abstract Test Case Description
	Test Case Number

	Ability of ICT and SCTs to properly implement later binding
	SCL1

	Edition 1 and Edition 2 Mixed System Engineering
	SCL4

	Compatibility with ENTSO-E Specification Tool
	SCL5

	Comments:



[bookmark: _Ref509481259][bookmark: _Toc512531197][bookmark: _Toc513830909]Table 8: SCL – Abstract Test Cases

[bookmark: _Toc509477822][bookmark: _Toc513830805]Participation

Table 14 shows the intended test campaign participation for declaring companies and their SCL tooling.
	Company
	Tool
	Intended Test Case Participation

	
	
	Later
Binding
	ED.1 and ED.2 co-existence
	ENTSO-E 
Compatibility

	GE
	ICT
	x
	x
	

	HeLinks
	SCT
	x
	x
	

	Kalkitech
	SCT
	x
	x
	

	Maschinenfabrik Reinhausen 
	ICT
	x
	x
	

	NREC
	ICT
	x
	
	

	NREC
	SCT
	x
	
	

	SISCO
	ICT
	x
	x
	

	Toshiba
	ICT
	
	x
	



[bookmark: _Toc512531198][bookmark: _Toc513830910]Table 9:SCL - Testing Participation Declaration

[bookmark: _Toc509477823][bookmark: _Toc513830806]Summary of Test Results
Much ad hoc SCL testing was performed during the engineering, integration, and testing of the integrated application.  These results are not part of this section.  The results, and test cases, in this section were executed outside of the integrated application.

[bookmark: _Ref509390531][bookmark: _Toc513830944]Figure 25: SCL - Test Case Execution Distribution Summary
Figure 25 shows the number of available major test cases available for each of the SCL test campaigns.  Of the test cases executed or observed, none generated failed test results.  The following figure shows the distribution of results.  

[bookmark: _Toc513830945]Figure 26: SCL - Test Case Execution Results Summary
Many possible test combinations were not executed due to time and participant involvement in the integrated application testing.
[bookmark: _Toc513830807]Basic Principles
This chapter describes the test scenario that is the basis for the SCL IOP test cases. It is the same as the integrated application [2]. For this test, we are using the Feeders An.
[bookmark: _Toc495786483][bookmark: _Toc509477825][bookmark: _Toc513830808]Single Line Diagram
The single line diagram of the integrated application is shown in the figure below.
[image: ]
[bookmark: _Toc513830946]Figure 27 – SCL - Single Line Diagram
[bookmark: _Toc513830809]Devices
In each feeder we have:
· One combined protection / control device
· One merging unit for the currents
[bookmark: _Toc513830810]Functions
The following functions are implemented in the protection / control IEDs:
· PTOC1 / PTOC2
· CSWI / XCBR
· CSWI / XSWI
· RBRF

The breaker failure function sends the external trip signal (RBRF.OpEx) to the other bays if the breaker fails. If the device receives an RBRF.OpEx from another bay, it shall trip the own breaker
[bookmark: _Toc495786487][bookmark: _Toc509477828][bookmark: _Toc513830811]Test Cases
There were three major test cases developed for the 2017 IOP as shown in Table 8.
[bookmark: _Toc509477829][bookmark: _Toc513830812]Later Binding Testing (SCL1)
In this test case, the SCT will import ICD or IID files from the ICTs. The ICD/IID file shall declare the inputs to receive the external trip signals from the other bays using the later binding concept according to Ed 2.1 of the standard. The high level expectations are:
· The test will produce an SCD file for the application with GOOSE messaging configured for the external operation of the breaker failure functions.
· The SCD file will be loaded in the ICTs and the IED configuration will be made.
· If possible, the devices will be configured, and the correct operation will be observed
This section contains a brief description of the test case, expected result, and the actual results.
	Preconditions:
	A mechanism to reset the breaker failure function once a breaker failure has happened shall be built in.


	Test Case Description:
	Procedure:
· Import ICD/IID files into the SCT
· SCT exports SCD
· ICT is used to configure IED using later binding to automatically connect inputs.

	Expected Result:
	· Verify the later binding mechanism



Test Results

The following are the recorded test results.
	ICT
	SCT

	
	Helinks
	Kalkitech
	NREC

	GE
	
	Pass
	

	MR
	
	
	

	SISCO
	
	
	

	NREC
	
	
	



[bookmark: _Toc509477830][bookmark: _Toc513830813]ED.1 and ED.2 System Engineering Capability (SCL4)
In this test case, the SCT will import ICD or IID files from the ICTs and produce an SCD file in Ed 1 for the Ed 1 ICT and in Ed 2 format for the Ed 2 ICT.
The test will produce an SCD file for the application with GOOSE messaging configured for the external operation of the breaker failure functions.
This section contains a brief description of the test case, expected result, and the actual results.
	Preconditions:
	An Edition 2 SCT will be used for system configuration.  The SCT must have the ability to execute the Upgrade/Downgrade instructions per Edition 2.1 of IEC 61850.


	Test Case Description:
	Procedure:
· Import ICD/IID files into the SCT
· SCT designs system
· SCT exports an Edition 1 SCD using the downgrade instructions provided in Edition 2.1 (e.g. Amendment 1) of IEC 61850.  ICT is used to configure IED using later binding to automatically connect inputs.
· SCT exports an Edition 2 SCD using the upgrade provided in Edition 2.1 (e.g. Amendment 1) of IEC 61850.  ICT is used to configure IED using later binding to automatically connect inputs.
· Import the Edition 2 SCD into ICTs that support Edition 2 and configure the appropriate IED.
· Import the Edition 1 SCD into the ICTs that support Edition 1 and configure the appropriate IED.

	Expected Result:
	· To verify that SCT can create SCD file that can be used by both Ed1 as well as Ed 2 ICTs



Test Results
The following are the recorded test results.
	ICT
	SCT

	
	Edition Supported
	Helinks
	Kalkitech

	GE
	ED.2
	
	Pass

	MR
	ED.1
	
	

	MR
	ED.2
	
	

	SISCO
	ED.1
	
	Pass

	SISCO 
	ED.2
	
	Pass

	Toshiba
	ED.1
	
	Pass

	Toshiba
	ED.2
	
	Pass



[bookmark: _Toc513830814]ENTSO-E Specification Tool Compatibility Testing (SCL5)

The test case will use the output from the IST as a signal list. This will be the starting point to create a specification that includes the signal flow between the functions as a device independent design using virtual IEDs.
The test will use an output produced by the IST as a starting point to prepare the specification as an SSD file. The output from the IST will define the signal requirements for the following functions:
· Distance protection function
· Breaker failure protection function
· Reclosing function
· Breaker control
· Switch control

This section contains a brief description of the test case, expected result, and the actual results.
	Preconditions:
	An Edition 2 SCT will be used for system configuration.  The SCT must have the ability to import an IST and create a SSD.


	Test Case Description:
	· Creates export of signals
· Imports file from IST
· Create virtual IEDs using the imported data model
· create binding of IEDs to process in single line diagram
· design data flow required to implement protection and control schemes
· design data flow required for SCADA communication
· Preconfigure parameters as required
· export SSD

	Expected Result:
	· To verify that SST can import and use output produced by IST



Test Results
There were no recorded test results.

[bookmark: _Toc509471651][bookmark: _Toc513830815]Security
The following is the information regarding the IEC 61850 implementations that were tested regarding security.  
The testing of security was divided into three different test activities:
· Testing of authentication and encryption as specified by IEC TS 62351-4[footnoteRef:2].
 [2:  There is an impending release of IEC 62351-6 (e.g. not a TS- Technical Specification, but an IS- International Standard).  Compatibility with the TS is maintained, but additional protection is being specified.  Both the IS and TS will be designated as Edition 1 per IEC rules.
] 

· Testing of authentication and replay protection for GOOSE as specified by the draft of IEC 62351-6.

· Access Control List (ACL) and white/black listing capabilities of firewalls for both Client/Server and GOOSE.
The security testing was executed using the Integrated Application infrastructure.
[bookmark: _Toc509471652][bookmark: _Toc513830816]Participation

Table 14 shows the intended test campaign participation for declaring companies and their equipment.
	Security

	Company
	Equipment
	Intended Security Testing
	Type of Device

	
	
	Client/Server
	GOOSE
	Infrastructure
	

	CISCO
	ASA 3000
	
	
	x
	Firewall

	NREC
	PCS-9611
	x
	
	
	IED

	Palo Alto Networks
	PA-3050
	
	
	x
	Firewall

	Siemens
	RX 1500
	
	
	x
	Firewall/Router

	SISCO
	AX-S4 61850
	x
	
	
	IED

	Triangle Microworks
	Demo Server
	x
	
	
	IED

	Comments:




[bookmark: _Toc512531199][bookmark: _Toc513830911]Table 10: Security Testing Participation Declaration
One IED vendor, and both firewall vendors, were unable to participate in the intended test campaigns due to the delay and testing for the integrated application.  The firewall equipment was able to demonstrate some of the infrastructure functionality, intended to be tested, as part of the integrated application.  Thus, the infrastructure testing results are from observations of the integrated application and not the performance of an actual test campaign.

[bookmark: _Toc509471653][bookmark: _Toc513830817]Summary of Test Results
Although test cases were developed for Client/Server, GOOSE, and Infrastructure participation, many of the test cases were not executed due to involvement of vendors with other tests pertaining to other aspects of the Integrated Application.

[bookmark: _Toc513830947]Figure 28: Security - Test Case Execution Distribution Summary
Figure 25 shows the number of available major test cases available for each of the security test campaigns.  Of the test cases executed or observed, none generated failed test results.  The following figure shows the distribution of results.

[bookmark: _Toc513830948]Figure 29: Security - Test Case Execution Results Summary
For detailed information, see the following sections of this chapter.

[bookmark: _Toc509471654][bookmark: _Toc513830818]Client/Server (IEC TS 62351-4)

The following table summarizes the test cases to be performed.
	Abstract Test Case Description
	Status

	Ability to import Certificate Authority (CA) Certificates
	

	Ability to utilize a CA hierarchical trust
	

	Ability to Import the required Private Keys and associated certificates (e.g. local endpoint)
	

	Ability to Import of all remote CA Certificates required by the peer
	

	Testing of the behavior of Importing a certificate that has been previously revoked
	

	Connection establishment using Application authentication only
	

	Connection establishment using Application and TLS authentication only
	

	Connection establishment using non-secure connection in parallel to secure connection
	

	Behavior after revocation list is applied
	

	Use of a certificate/key that is signed by a CA (e.g. imported) that is not present in the cache.
	

	Removal of Trusted CA certificate from local cache.
	

	Comments:



[bookmark: _Toc512531200][bookmark: _Toc513830912]Table 11: Security – Abstract Test Cases for Client/Server Testing 

There were two participants in the Client/Server test campaign: SISCO and NREC.

[bookmark: _Toc509471655][bookmark: _Toc513830819]Preconditions
In order to test IEC TS  61850-4 security, there are several types of certificates that need to be exchanged and used as the basis of the actual tests.
· Certificate Authority Certificate:    “In cryptography, a certificate authority or certification authority (CA) is an entity that issues digital certificates. A digital certificate certifies the ownership of a public key by the named subject of the certificate. This allows others (relying parties) to rely upon signatures or on assertions made about the private key that corresponds to the certified public key. A CA acts as a trusted third party—trusted both by the subject (owner) of the certificate and by the party relying upon the certificate. The format of these certificates is specified by the X.509 standard.” [From Wikipedia]

· TLS Certificates:  These X.509 certificates are used to provide  encrypted or protected transport layer messaging and are provided by a CA.

· Application Certificates:  These X.509 certificates are used to provide authentication at the application layer.  The next version of 62351-4 will also use this certificate to provide application level encryption and authentication, but this is out-of-scope of these tests.
There are several commonly used filename extensions for X.509 certificates. Unfortunately, some of these extensions are also used for other data such as private keys.
· .pem – (Privacy-enhanced Electronic Mail) Base64 encoded DER certificate, enclosed between "-----BEGIN CERTIFICATE-----" and "-----END CERTIFICATE-----"
· .cer, .crt, .der – usually in binary DER form, but Base64-encoded certificates are common too (see .pem above)
· .p7b, .p7c – PKCS#7 SignedData structure without data, just certificate(s) or CRL(s)
· .p12 – PKCS#12, may contain certificate(s) (public) and private keys (password protected)
· .pfx – PFX, predecessor of PKCS#12 (usually contains data in PKCS#12 format, e.g., with PFX files generated in IIS)
PKCS#7 is a standard for signing or encrypting (officially called "enveloping") data. Since the certificate is needed to verify signed data, it is possible to include them in the SignedData structure. A *.P7C file is a degenerated SignedData structure, without any data to sign.
PKCS#12 evolved from the personal information exchange (PFX) standard and is used to exchange public and private objects in a single file.”. [From Wikipedia].
However, there are three types of objects that are exchanged:  
1. Public CA root certificate (and any intermediate certificates – Note 1)

2. Public Server or Client “end entity” certificate issued (signed) by the CA root certificate (Note 1)

3. An out-of-band Private Key corresponding to the Client or Server certificate in 2. (Note 2)
These objects can be transported in one PKCS12 container (P12 file). 
[bookmark: _Hlk509470418][bookmark: _Hlk509468985][bookmark: _Hlk509470493]If private keys must be exchanged (Note 2), then only the PKCS12 format (P12 file) shall be used. This provides more protection for private keys, because the PKCS12 container (file) can be encrypted with a password. Although Private keys can also be transported in a PEM file, caution shall be used in transporting a Private Key in a non-password protected PEM file.  The PEM format does not require that the private key be protected by a password, however password protection should be utilized.
An explanation of the various formats can be found at https://myonlineusb.wordpress.com/2011/06/19/what-are-the-differences-between-pem-der-p7bpkcs7-pfxpkcs12-certificates/:
“PEM Format
It is the most common format that Certificate Authorities issue certificates in. It contains the ‘—–BEGIN CERTIFICATE—–” and “—–END CERTIFICATE—–” statements.
Several PEM certificates and even the Private key can be included in one file, one below the other. But most platforms(eg:- Apache) expects the certificates and Private key to be in separate files.
> They are Base64 encoded ACII files
> They have extensions such as .pem, .crt, .cer, .key
> Apache and similar servers uses PEM format certificates
DER Format
It is a Binary form of ASCII PEM format certificate. All types of Certificates & Private Keys can be encoded in DER format
> They are Binary format files
> They have extensions .cer & .der
> DER is typically used in Java platform
P7B/PKCS#7
They contain “—–BEGIN PKCS—–” & “—–END PKCS7—–” statements. It can contain only Certificates & Chain certificates but not the Private key.
> They are Base64 encoded ASCII files
> They have extensions .p7b, .p7c
> Several platforms supports it. eg:- Windows OS, Java Tomcat
PFX/PKCS#12
They are used for storing the Server certificate, any Intermediate certificates & Private key in one encryptable file.
> They are Binary format files
> They have extensions .pfx, .p12
> Typically used on Windows OS to import and export certificates and Private keys“

Notes:
1.    There may be one or more “Intermediate” certificates in the chain between the Client or Server “End entity” certificate and the Public CA root certificate. The server will also need these intermediate certificates.
2.    In a perfect world, with good security the private key is never exchanged. Instead the private key is generated on the device that needs a certificate, and the device supports “PKI enrolment”. In PKI enrolment, the device sends a certificate signing request (CSR) to a Certificate Authority for signing. The Certificate Authority authenticates the CSR, and signs the request. The result is a signed certificate that is sent back to the requesting device.
The signed certificate corresponds to the private key generated on the device.
However, many devices today do not support PKI enrolment, or we may not have a tool that can act as a CA and sign CSRs. 
Without PKI enrolment, we need to generate the device private key somewhere else, and exchange/transport the private key and associated certificate to the device. This process is associated with the significant risk of the private key being compromised (lost or stolen) in transit, even if the private key is transported in a PKCS12 file encrypted with a password.
 Exchanges between utilities (e.g. owners of the clients and servers) would be Public certificates (e.g. TLS, Application, and CA certificates).  Exchanges from a CA to utilities would be of the Public CA Certificate and at a minimum the Private certificate and typically also a Public certificate.
For the IOP, it will be assumed to validate certificate exchanges between utilities/endpoints and not CA to utility since some manipulation may be required for the CA to utility exchange and CAs should supply certificates in a format that the utility can utilized. The IOP will also assume that there will be multiple CAs being utilized by different endpoints.
[bookmark: _Toc509471656][bookmark: _Toc513830820]Test Case and Results

Import of All Required CA Certificates 

Purpose:  To prove that an implementation can import CA certificates from more than one CA.
Procedure:  
1. The CA certificates used by the various participating vendors shall be provided to the participant.

2. The participant, being witnessed, will import the certificates and show that the certificates have been successfully imported.  If successfully imported, this shall be a “pass”.
Test Results

The following were the recorded test results.
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	SISCO AXS4-61850
	Pass
	

	NREC PCS-9611
	
	Pass

	Comments:

	




Support for Hierarchical Trust 
Purpose:  To prove that an implementation can hierarchical trust.
Precondition:  A participating vendor will need to prepare a hierarchical trust chain for a CA and use this hierarchy for its exchanges.
Procedure:  
1. The CA certificates used by the vendor shall be provided to the participant.

2. The participant, being witnessed, will import the certificates and show that the certificates have been successfully imported.  If successfully imported, this shall be a “pass”.
Test Results

Not attempted due to lack of hierarchical certificates.
Import of Local Keys 
Purpose:  To prove that an implementation can import private keys and associated certificates.
Precondition:  A participating vendor will need to have previously imported CA certificate used to sign the certificate.
Procedure:  
1. Import the private key and the associated certificate.

2. The participant, being witnessed, will import the certificate and key and show that the certificate has been successfully imported.  If successfully imported, this shall be a “pass”.
Test Results
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	SISCO AXS4-61850
	Pass
	

	NREC PCS-9611
	
	Pass

	Comments:

	



Import of Remote Certificates 
Purpose:  To prove that an implementation can import other vendor’s public certificates.
Precondition:  A participating vendor will need to have previously imported the vendor’s CA certificate used to sign the certificate being provided.
Procedure:  
1. Import the public certificate.

2. The participant, being witnessed will show that the certificate has been successfully imported.  If successfully imported, this shall be a “pass”.

Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	SISCO AXS4-61850
	Pass
	

	NREC PCS-9611
	
	Pass

	Comments:

	



Import of Remote Certificates 

Purpose:  To prove that an implementation rejects an import of a previously revoked certificate.
Precondition:  A participating vendor will need to have previously imported the CA certificate used to sign the certificate being provided.
Procedure:  
1. Import or apply a CRL for containing the PREVIOUSLY-REVOKED certificate that is to be imported.

2. Attempt to import the PREVIOUSLY-REVOKED certificate.

3. The participant, being witnessed will show that the certificate has not been successfully imported and/or is marked as revoked and/or is shown to be on a local CRL list.
Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	SISCO AXS4-61850
	Pass
	

	NREC PCS-9611
	
	Pass (Note 1)

	Comments:
Note 1: Revoked certificate was imported by server but connection would be rejected.
	



Application Authentication Only Testing 

Purpose:  To prove that an implementation can perform strong authentication based upon the remote peer’s ACSE public certificate.
Precondition:  A participating vendor will need to have previously imported the CA and public certificate used by the remote peer.  Appropriate configuration to perform strong authentication by both peers will need to be performed.
Procedure:  
1. Calling Node (Client) attempts to establish an association with the peer (Server).

2. Association between the peers should occur.

3. Demonstration of information flow between the client and the server shall be demonstrated.
Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	SISCO AXS4-61850
	Pass
	

	NREC PCS-9611
	
	Pass

	Comments:

	



Application Authentication and TLS Testing 

Purpose:  To prove that an implementation can perform strong authentication based upon the remote peer’s ACSE public certificate and encrypts the connection.
Precondition:  A participating vendor will need to have previously imported the CA and public certificate used by the remote peer.  Appropriate configuration to perform strong authentication by both peers will need to be performed.

It is also recommended that a network analyzer be available so that the use of encryption can be verified.
Procedure:  
1. Calling Node (Client) attempts to establish an association with the peer (Server).

2. Association between the peers should occur.

3. Demonstration of information flow between the client and the server shall be demonstrated.

4. Verification that encryption is occurring is required in order to pass.
Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	NREC PCS-9611
	
	Pass

	SISCO AXS4-61850
	Pass
	

	Comments:






Ability to simultaneously support secure and non-secure associations 

Purpose:  To prove that an application can support secure and non-secure communications simultaneously.
Precondition:  A participating vendor will need to have previously imported the CA and public certificate used by the remote peer.  Appropriate configuration to perform strong authentication by both peers will need to be performed.  62351-8 should be performed previously so that a secure connection is present.

.
Procedure:  
1. Calling Node (Client) attempts to establish an association with the peer (Server) using a non-authenticated and non-encrypted connection.

2. Association between the peers should occur.

3. Demonstration of information flow between the client and the server shall be demonstrated over the secure and non-secure connection is required.

Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	NREC PCS-9611
	
	Pass

	SISCO AXS4-61850
	Pass
	

	Comments:





Validation of behavior in the case of a certificate being revoked 

Purpose:  To prove that an application will properly disconnect if a certificate that is in use is revoked.
Precondition:  A participating vendor will need to have previously imported the CA and public TO-BE-REVOKED certificate used by the remote peer.  Appropriate configuration to perform strong authentication by both peers will need to be performed.  62351-8 should be performed previously so that a secure connection is present.  The connection shall use the TO-BE-REVOKED certificates.

Procedure:  
1. A CRL containing the Client’s TO-BE-REVOKED certificate should be applied to the Server.

2. The expected behavior is that the server should abort the connection.

3. Client should establish another secure connection to the server using a non-revoked certificate but the TO-BE-REVOKED certificate of the server.

4. A CRL should be applied to the Client indicating that the TO-BE-REVOKED certificate being used by the server has been revoked.

5. The expected behavior is that the Client should abort the connection.

Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	NREC PCS-9611
	
	Pass

	SISCO AXS4-61850
	Pass
	

	Comments:




Connection behavior regarding non-configured certificate 

Purpose:  To prove that an application will behave properly if a certificate signed by an imported CA is utilized in an exchange but has not been previously imported.
Precondition:  A participating vendor will need to have previously imported the CA. 
.
Procedure:  
1. The Client shall attempt to establish a connection to the server using the NOT-IMPORTED-GOOD certificate.

2. The expected behavior is that the server should declare the expected behavior. The expected behavior is that the connection should occur.

Test Results
The following were the recorded test results.
Not attempted due to lack of additional certificates for testing.

Removal of a Trusted CA Certificate

Purpose:  To prove that an application will behave properly if a certificate signed by an imported CA is utilized in an exchange where the CA certificate has been removed/revoked.
Precondition:  A participating vendor will need to have previously imported the CA and GOOD certificates.

Procedure:  
1. Establish a connection between the client and server.  The connection should be established.
2. Disconnect between the client and server.

3. Remove the Client’s CA in the Server cache.  A reboot should not be required.

4. Attempt to re-establish the connection.  The connection should be refused.

5. Add the Client’s CA back into the server.

6. Establish a connection between the client and server.  The connection should be established.

7. Disconnect between the client and server.

8. Remove the server’s CA in the client.

9. Attempt to re-establish the connection.  The connection should be refused by the client.

10. Add the Client’s CA back into the server.

11. Establish a connection between the client and server.  The connection should be established.

Test Results
The following were the recorded test results.
	
	Server
	

	Client
	NREC PCS-9611
	SISCO AXS4-61850

	NREC PCS-9611
	
	Pass

	SISCO AXS4-61850
	Pass (Note 1)
	

	Comments:

Note 1: Needed to restart client to delete server CA.





[bookmark: _Toc509471657][bookmark: _Toc513830821]GOOSE (IEC 62351-6 Draft)
The draft edition of IEC 62351-6[footnoteRef:3] is specifying a state machine to minimize the issue of replay with L2 GOOSE.  The normal GOOSE subscriber state machine in IEC 61850-8-1 does not detail how to transition should out-of-order state numbers (stNum) or sequence numbers (sqNum) be received. [3:  The next version of IEC 62351-6 is an International Standard and not a Technical Specification. Both the IS and TS will be Edition 1. Both the IS and TS will be designated as Edition 1 per IEC rules.
] 

[bookmark: _Toc509471658][bookmark: _Toc513830822]Extract from Draft
The following text is an extract from the draft of IEC 62351-6 and is to be utilized in the preparation of GOOSE Replay security testing.
Implementations claiming conformance to this standard shall implement the state machine shown in Figure 30.  Additional security and replay checks may be implemented.
[image: ]
[bookmark: _Ref485382328][bookmark: _Toc513830949]Figure 30: Replay Protection State Machine for GOOSE
Figure 30 is relevant for GOOSE messages for which the subscriber has an active subscription which may be manually configured or be configured through the use of SCL and an ICT. Implementations claiming conformance to this clause shall maintain at least the following internal state machine variables: last received  stNum  (lastRcvStNum) ;last received  sqNum  (lastRcvSqNum); last received state change timestamp (lastRcvT); and an internal Time Allowed to Live (intTAL) value.  The states and their transitions are defined as follows:
(1) The Non-Existent state represents the state when there is no GOOSE subscription.
(2) Upon activating the subscription (e.g. power-up or subscription configuration), the state machine will internally set the lastRcvStNum , lastRcvSqNum, lastRcvT, and intTAL  to invalid since no GOOSE message has been received and the state machine transitions to the Wait for GOOSE Message state.

Upon receiving the subscribed GOOSE message, the subscriber shall transition to the Security Checks state (step 3).
(3)  The processing in the Security Checks state is described in clause 8.4.1.1.

If the security tests pass, the state machine shall transition to checking for replayed packets (Step 4).

If the security checks fail, the state machine shall transition to the Security Check Failure Supervision Update state (state 9).
(4) The Check for Replay state shall perform the procession in clause 8.4.1.2.

If no replay is detected, a transition to the Application Update State (State 5)  shall occur.

If replay is detected, a transition to the Replayed Packet Supervision Update state (state 10) shall occur.
(5) The “To Application” state shall decode the GOOSE packet.  The decoded information shall be delivered to the Application if decoded stNum is not equal to lastRcvStNum.  It is a local issue if a change of sqNum shall cause information to be delivered to the Application.

The values of lastRcvStNum and  lastRcvSqNum  shall be update to the values decoded from the GOOSE packet.

The state shall transition to state 6.
(6) The intTAL value shall be set to the decoded Time Allowed to Live (TAL) value.  The Association Loss timeout shall also be reset to a locally determined value.
(7) The supervision information shall be updated based upon the new packet information received.  See clause 8.4.1.3 for processing requirements.

Once the supervision information has been updated, a transition to state 8.
(8) The value of intTAL shall be used to detect packet loss.  The state shall start an expiration time based upon the current value of intTAL.

If the value of intTAL is zero (e.g. expired), a transition to state 11 shall occur.

If subscribed for GOOSE packet is received, the state shall transition to state 3.

(9) The supervision information shall be updated based upon the security check failure information received.  See clause 8.4.1.3 for processing requirements.

Once the supervision information has been updated, a transition to state 8. No reset or setting of intTAL shall be performed.
(10) The supervision information shall be updated based upon the replay detection information.  See clause 8.4.1.3 for processing requirements.

Once the supervision information has been updated, a transition to state 8. No reset or setting of intTAL shall be performed.
(11) This state is used to determine when a subscription is no longer active.  It differs from the packet loss detection in that it is a local issue.

Once it is decided that the subscription is no longer active, the state transitions to state 12 and the expected stNum/sqNum shall be reset.

If a subscribed for GOOSE message is received, the state shall transition to state 3.

(12) The application shall be updated such that it is aware that the subscription is no longer valid.  The means through which this is performed is a local issue.

After the application is updated, the state shall transition to state 13.

(13) The supervision information shall be updated based upon the loss of an active subscription (e.g. LGOS.St shall change state).  See clause 8.4.1.3 for processing requirements.

Once the supervision information has been updated, a transition to state 14. No reset or setting of intTAL shall be performed.
(14) The values lastRcvStNum , lastRcvSqNum, and lastRcvT shall be set to invalid and a transition to state 2 shall occur.

[bookmark: _Ref485975115]Security Check Protection Requirements
This clause specifies the processing required for checking GOOSE security parameters.
· The subscriber shall check if the AuthenticationValue (see 7.2.2.3) is expected. 
·  If the AuthenticationValue is expected and there is no AuthenticationValue provided, this shall result in a security check failure and no further security check processing will be required.
· If there is no expected AuthenticationValue and a AuthenticationValue is provided, it shall be processed as if there were no AuthenticationValue and the value shall AuthenticationValue shall not be verified but shall not constitute a failure of the security checks.
· If there is no expected AuthenticationValue and no AuthenticationValue is present this shall not constitute a security check failure.
· If there is an AuthenticationValue and the subscriber does not support authentication this shall not constitute a security check failure. 
· If encryption is being utilized, the packet shall be decrypted.
If none of the security checks fail, the state machine shall transition to the next state.
[bookmark: _Ref485728785]Check for Replay State Processing Requirements
This clause specifies the processing required for checking for GOOSE packet replay.
· The subscriber shall check the timestamp (t) received in the GOOSE message versus lastRcvT. The processing is:
· If the subscriber has an invalid value for lastRcvT, the subscriber shall update the value of lastRcvT to the value of “t” received in the GOOSE message.
· If there is a valid value for lastRcvT and lastRcvStNum:
· If the lastRcvStNum value is less than the received stNum, the subscriber shall check that the value of “t” received is no more than the configured skew value older or newer than the subscriber’s local time.  If the value of “t” is outside of this range, this constitutes a failure and no further processing of the replay protection is needed as it has already failed.

The skew period shall be configurable and shall support a maximum-minimum of 10 seconds.  The maximum value allowed to be configured shall be 30 seconds. This value shall be configurable through SCL as part of the GOOSE subscription mechanism (see clause Error! Reference source not found.).
· The subscriber shall check the stNum and sqNum received in the GOOSE message. The processing is:
· If the subscriber has invalid states for lastRcvStNum and lastRcvSqNum the subscriber state machine shall set the values to:
· lastRcvStNum shall be set to the value of stNum received in the GOOSE packet.
· lastRcvSqNum shall be set to the value of sqNum received in the GOOSE packet.

No further replay checks are needed.
· If there are valid values for lastRcvStNum and lastRcvSqNum, the subscriber shall:
· Determine if rollover of the sqNum was imminent. If the received stNum value is zero (0) then the values of lastRcvStNum and lastRcvSqNum shall be updated with the received stNum and sqNum values respectively.

No further replay checks are needed.
· If the received stNum is less than lastRcvStNum this or sqNum is less than  lastRcvSqNum  this could be caused by one of two factors:

A packet replay or a multi-path delayed packet.  In either case, the received GOOSE shall not be provided to the application and the state machine shall behave as if the packet was a replay.  However, it will be a local issue if the Supervision state classifies this occurrence as a replay.
[bookmark: _Ref485728707]Supervision Update State Processing Requirements
The Supervision Update State is a transient state and is used to represent the local updating of LGOS, local logs, standardized security logs, proprietary network management MIBs,and security event creation, as well as IEC 62351-7 standardized MIBs.
[bookmark: _Toc509471659][bookmark: _Toc513830823]GOOSE Replay Test Case

Purpose:  To observe the behavior of implementations based upon GOOSE replay.  This is a network disruptive test and therefore, more than just security participants may be impacted.
Precondition:  A PCAP of the GOOSE network traffic from 5 minutes previous.  A switch port will also need to be configured to take untagged traffic and promote it to the appropriate integrated application VLAN ID.
Procedure:  
1. Make sure that the integrated application is executing properly.

2. Play the PCAP and observe the behavior of the application.
Properly protected devices should continue to operate on the non-playback data.

Test Results
No testing was attempted or recorded.


[bookmark: _Toc509471660][bookmark: _Toc513830824]Infrastructure Testing
Test cases were developed regarding functionality of Firewalls and Access Control List (ACL) capabilities. 
	Description

	Normal traffic generating no ACL alerts

	Invalid Client Source IP address from Control Center to Substations

	Invalid L2 GOOSE source address from Substation to Substation

	Invalid L2 GOOSE destination address from Substation to Substation

	Invalid L2 GOOSE source address from Substation to Control Center

	Invalid L2 GOOSE destination address from Substation to Control Center

	Incorrect Port Number access 

	Invalid Ethernet Ethertype (e.g. non-GOOSE)

	No Traffic on port (DOS test)


[bookmark: _Toc512531201][bookmark: _Toc513830913]Table 12: Security – Abstract Test Cases Firewall Testing 
Security without monitoring is not sufficient.  Therefore, test cases were intended developed to begin investigation into the ability to monitor, and therefore allow utilities to respond to, security events. Syslog was selected as the initial monitoring technology.
	Description

	Firewall and ACL normal traffic generating no ACL alerts (execute as part of Infrastructure-1)

	Firewall and ACL invalid Source address from Control Center to Substations (execute as part of Infrastructure-2)

	Firewall and ACL  invalid L2 GOOSE source address from Substation to Substation (execute as part of Infrastructure-3)

	Firewall and ACL invalid L2 GOOSE destination address from Substation to Substation (execute as part of Infrastructure-4)

	Firewall and ACL invalid L2 GOOSE source address from Substation to Control Center (execute as part of Infrastructure-5)

	Firewall and ACL invalid L2 GOOSE destination address from Substation to Control Center (execute as part of Infrastructure-6)

	Firewall and ACL detection of invalid port number.

	Firewall and ACL detection of invalid Ethertype


[bookmark: _Toc512531202][bookmark: _Toc513830914]Table 13: Security – Abstract Test Cases Syslog Monitoring 




[bookmark: _Toc509471661][bookmark: _Toc513830825]Test Case Procedures
The actual test procedures, in many instances, combine both protection and monitoring capabilities.
[bookmark: _Toc509471662][bookmark: _Toc513830826]General Pre-conditions
Infrastructure components that are to be tested need to be configured with the following set of information.  The configuration is constrained to what the component can actually be configured to support.  Therefore, not the entire following configuration is required to participate in the testing.
· Configuration of ACLs for Source and Destination IP addresses is configured
· Configuration of ACLs for Source and Destination L2 GOOSE address is configured.
· Ethertype for L2 GOOSE is configured.
Test Results

The following were the observed test results.
	Company
	Equipment
	Test Results

	
	
	IP ACL
	L2 GOOSE MAC
	L2 GOOSE Ethertype

	CISCO
	ASA 3000
	Pass
	
	Pass

	Palo Alto Networks
	PA-3050
	Pass
	
	

	Siemens
	RX 1500
	Pass
	
	

	Comments:

Configuring protection based upon actual MAC addresses was too time consuming and not attemped.




[bookmark: _Toc509471663][bookmark: _Toc513830827]Normal Traffic Monitoring 

Purpose:  To prove that there are no false triggers based upon normal traffic and application patterns.
Procedure:  
1. The infrastructure component will be monitored via Syslog or other means to make sure that no traffic has been disrupted/dropped due to ACL or filtering rule configuration.  Monitoring shall be for 20-minutes.

If the infrastructure component supports Syslog, Syslog may be passed if the Unit Under Test can be proved to send information to Syslog even if it contains false triggers.

Test Results
The following were the observed test results.
	Company
	Equipment
	Test Results

	
	
	Traffic Monitoring
	Syslog

	CISCO
	ASA 3000
	Pass
	

	Palo Alto Networks
	PA-3050
	Pass
	

	Siemens
	RX 1500
	Pass
	

	Comments:

Syslog infrastructure was not staged; therefore the test could not be confirmed.  Monitoring was confirmed via management consoles.




[bookmark: _Toc509471664][bookmark: _Toc513830828]Invalid Source IP Address 

Purpose:  To prove that the Unit Under Test can detect and enunciate a filter/ACL violation based upon a non-configured source IP-Address.
Precondition:  A 61850 Client will be configured with an un-assigned IP address.
Procedure:  
1. Client will attempt to establish a non-secure MMS connection through the Unit Under Test. 

Based upon the UUT PICs, the connection will fail (e.g. PICS indicates dropped packets).

If the infrastructure component supports Syslog, Syslog may be passed if the Unit Under Test can be proved to send information to Syslog indicating the violation.
Test Results
No test results were observed.
[bookmark: _Toc509471665][bookmark: _Toc513830829]Invalid Source L2 GOOSE MAC Address 

Purpose:  To prove that the Unit Under Test can detect and enunciate a filter/ACL violation based upon a non-configured source MAC Address.
Precondition:  A GOOSE Publisher, whose configuration information has NOT been configured in the UUT. The GOOSE publisher will be configured to publish to a destination address that the UUT has been configured to allow.
Procedure:  
1. Publisher will begin publishing.
 
Based upon the UUT PICs, the packets must not traverse the UUT.

If the infrastructure component supports Syslog, Syslog may be passed if the Unit Under Test can be proved to send information to Syslog indicating the violation.
Test Results
No test results were observed or attempted since configuration was cumbersome.

[bookmark: _Toc509471666][bookmark: _Toc513830830]Invalid Destination L2 GOOSE MAC Address 

Purpose:  To prove that the Unit Under Test can detect and enunciate a filter/ACL violation based upon a non-configured destination MAC Address.
Precondition:  A GOOSE Publisher, will be configured to send a GOOSE to an unexpected destination which has NOT been configured in the UUT. The GOOSE publisher will be configured to publish from a source address that the UUT has been configured to allow.
Procedure:  
1. Publisher will begin publishing.
 
Based upon the UUT PICs, the packets must not traverse the UUT.

If the infrastructure component supports Syslog, Syslog may be passed if the Unit Under Test can be proved to send information to Syslog indicating the violation.
Test Results
No test results were observed or attempted since configuration was cumbersome
[bookmark: _Toc509471667][bookmark: _Toc513830831]Detection of incorrect Port Number Access 

Purpose:  To prove that the Unit Under Test can detect and enunciate an attempt of a IEC 61850 Client connection to the incorrect port (e.g. not 102 or 3782).
Precondition:  Telnet client will be used on a node whose IP address has been configured to be allowed to pass through the UUT.  A node on the other side of the UUT must have a “TCP-Listen” posted for the port that is to be used by the Telnet client.
Procedure:  
1. Telnet client is used to establish a connection using non-configured port to a destination IP address that is on a white list in the UUT and that has the TCP-Listen posted.
 
The UUT is expected to block and enunciate the connection attempt. If the Telnet client succeeds in connecting, this represents a failure.

Test Results
The following were the observed test results.
	Company
	Equipment
	Test Results

	
	
	Traffic Monitoring
	Syslog

	CISCO
	ASA 3000
	Pass
	

	Palo Alto Networks
	PA-3050
	Pass
	

	Siemens
	RX 1500
	Pass
	

	Comments:

Syslog infrastructure was not staged; therefore, the test could not be confirmed.  Monitoring was confirmed via management consoles.




[bookmark: _Toc509471668][bookmark: _Toc513830832]Detection of incorrect Ethertype 

Purpose:  To prove that the Unit Under Test can detect and enunciate a filter/ACL violation based upon a non-configured Ethertype.
Precondition:  A GOOSE Publisher, will be configured to send a GOOSE to an allowed destination which. The GOOSE publisher will be configured to publish from to a non-configured Ethertype. 
Procedure:  
1. Publisher will begin publishing.
 
Based upon the UUT PICs, the packets must not traverse the UUT.
Test Results
The following were the observed test results.
	Company
	Equipment
	Test Results

	
	
	Traffic Monitoring
	Syslog

	CISCO
	ASA 3000
	Pass
	

	Palo Alto Networks
	PA-3050
	Pass
	

	Siemens
	RX 1500
	Pass
	

	Comments:

Syslog infrastructure was not staged; therefore, the test could not be confirmed.  Monitoring was confirmed via management consoles.




[bookmark: _Toc509471669][bookmark: _Toc513830833]DOS detection based upon no traffic 

Purpose:  To determine if the UUT can assist in preventing DOS attacks.
Precondition:  Telnet client will be used on a node whose IP address has been configured to be allowed to pass through the UUT.  The node on which the Telnet client is executed MUST not have the TCP KEEPALIVE set to less than 5 minutes.
Procedure:  
1. Telnet client is used to establish a connection using port 102 to a destination IP address that is on a white list in the UUT and that has the TCP-Listen posted.

The UUT would be expected to allow the connection to occur.

2. Wait 5 minute (remember the TCP-KEEPALIVE is supposed to be set to 1 Minute) and determine if the Telnet connection has been terminated.  

It would be expected if the UUT terminated the connection and enunciate the reason.  The observer should record the time required for the UUT to terminate the connection.
 Test Results
No test was attempted and therefore no results were observed.



[bookmark: _Toc509471670][bookmark: _Toc513830834]Testing Thoughts for Next IOP
There were several test cases that were either not developed or not executed.  For future IOPs, additional infrastructure (e.g. Syslog servers) need to be provided as well as:
· Execution of the Certificate Signing Test Case
· Development of OCSP test cases to test revocation of certificates via the use of OCSP instead of CRLs.
· Develop RBAC test cases to test IEC 61850-90-19 which should be a standard by the next IOP.
· Plan and provide additional infrastructure (e.g. Syslog, LDAP, etc.) and develop test cases associated with those resources.



[bookmark: _Toc513830835]R-GOOSE and R-SV

[bookmark: _Toc508956469][bookmark: _Toc513830836]Participation

[bookmark: _Hlk509235023]The following is the information regarding the implementations that were tested for R-GOOSE and R-SV as well as the infrastructure components used to create the test environment.  Table 14 shows the declaration of functional support for each piece of equipment provided by a company.  The table shows the declared functionality for the equipment and the PTP routable options supported and the type of the device. 

	R-GOOSE and R-SV IED Participation Declaration

	Company
	Equipment
	Support Capabilities Declared
	Type of Device

	
	
	R-GOOSE Publisher
	R-GOOSE Subscriber
	R-SV Publisher
	R-SV Subscriber
	

	
	
	
	
	
	
	

	CISCO 
	CGR 2010
	
	
	
	
	Router

	CISCO
	ISA 3000
	
	
	
	
	Firewall

	CISCO
	IE 4010
	
	
	
	
	Ethernet Switch

	GE
	Multilin D60
	x
	x
	
	
	IED

	NREC
	PCS-9611
	x
	x
	
	
	IED

	Palo Alto Networks
	PA-3050
	
	
	
	
	Firewall

	SISCO
	UAP
	x
	x
	
	
	IED

	Vizimax
	PMU 010000
	
	
	x
	x
	IED

	Comments:




[bookmark: _Ref509235004][bookmark: _Toc512531203][bookmark: _Toc513830915]Table 14: R-GOOSE and R-SV IED Participation Declaration
The following were the network infrastructure components utilized:
	R-GOOSE Infrastructure Components 

	Company
	Equipment
	Type of Device

	CISCO
	CGR 2010
	Router

	CISCO
	IE 4010
	Switch

	CISCO
	ISA 3000
	Firewall

	Palo Alto Networks
	PA-3050
	Firewall


[bookmark: _Toc512531204][bookmark: _Toc513830916]Table 15: R-GOOSE Infrastructure Components

The components were connected as shown in 
Figure 31.



[bookmark: _Toc513830950]Figure 31: R-GOOSE Network Infrastructure
The figure shows that the firewalls could be either the CISCO ISA 3000 or Palo Alto 

[bookmark: _Toc508956470][bookmark: _Toc513830837]Test Result Overview
Figure 32 shows that there was a total of 21 major test cases developed for R-GOOSE and R-SV. Of these, 3 were not executed during the test campaign and therefore no results were recorded.  The remaining 18 test cases recorded a variety of results regarding SCL imports (for GOOSE, R-GOOSE, and R-SV), Layer 2 GOOSE (e.g. L2 GOOSE), Routable GOOSE (e.g. R-GOOSE), Routable Sampled Values (e.g. R-SV), and Infrastructure.  The figure double counts SCL execution to be both SCL and the appropriate reason for import (e.g. L2 GOOSE, R-GOOSE, and R-SV).

[bookmark: _Ref508954815][bookmark: _Toc513830951]Figure 32: R-GOOSE and R-SV Test Case Result Distribution
Figure 33 shows the distribution of recorded test results.  Many of the Not Applicable were due to two factors:
· Configuration for the test was not supported.  A specific example was that some implementations were not configured to publish a DataSet that contained both FCD and FCDA members.

· One implementation was still “under development” and did not support IGMPv2 or IGMPv3 and therefore could not participate in any of the R-GOOSE testing.


[bookmark: _Ref508955209][bookmark: _Toc513830952]Figure 33 :R-GOOSE and R-SV Distribution of Test Cases

Some important observations occurred:
1. There were no failures observed for the recorded tests.  

2. Ethernet switches, utilizing IGMP Snooping, inhibit egress of R-GOOSE traffic. Unlike L2 GOOSE, an Ethernet port supporting the same VLAN on which R-GOOSE is being transmitted will not egress R-GOOSE traffic unless a subscription for that traffic has been observed on that port.  This is expected behavior for IGMP Snooping switches.  Therefore, users of R-GOOSE should dedicate a mirror port for network observation and traffic diagnosis.

3. Mixture of IGMPv2 and IGMPv3 subscriptions for the same subscription, degraded that subscription to Any-Source Multicast (ASM) instead of Source Specific Multicast (SSM).  Therefore, implementations of R-GOOSE and R-SV need to utilize IGMPv3 as specified by the standard. 

[bookmark: _Toc508956471][bookmark: _Toc513830838]R-GOOSE/R-SV Test Cases and Setup

Purpose:  The ED2.1 CDs of IEC 61850-8-1 and IEC 61850-9-2 provide updates to the protocol elements of IEC TR 61850-90-5.  There have been additional changes to the security protocols (e.g. KDC).  However, since there is currently no known available KDC that fulfills the current IEC 62351-9 CDV, testing of the KDC functionality will be out-of-scope of this test campaign.
Besides the IED testing, infrastructure testing is also in scope in order to test IGMPv3, IGMP Snooping, and Firewall functionality.
There are two architectures for testing:
· Non-routed environment
· Routed and Firewalled environment
For the general environment, the R-GOOSE/R-SV applications will publish on VLAN ID = 7.  The subnet masks will be 255.255.255.0 for the applications.  Applications will publish into two different multicast address ranges based upon being R-GOOSE or R-SV:
· R-GOOSE:  Applications will publish into the multicast address range of 224.0.1.1 – 224.0.1.254.

Each vendor will be allocated a group of 16 consecutive multicast addresses.

· R-SV: Applications will publish into the multicast address range of 224.0.2.1 – 224.0.2.254.

Each vendor will be allocated a group of 16 consecutive multicast addresses.

Additionally, each vendor will be allocated host IP addresses.  There will be two class “c” addresses allocated for R-GOOSE and R-SV.  Vendors will be assigned a specific range in one of the address ranges.
	Protocol
	Host Address Range 1 (A range)
	Host Address Range 1 (B range)

	R-GOOSE
	192.168.10.2-192.168.10.127
	192.168.11.2-192.168.11.127

	R-SV
	192.168.10.129-192.168.10.254
	192.168.11.129-192.168.11.254



An SCT shall be utilized to configure all subscribers to subscribe to all publishers of the same protocol.  The configuration of subscriptions shall be done through SCL.
[bookmark: _Toc508956472][bookmark: _Toc513830839]Non-Routed Network Test Cases
A switched network will be provided but is not the target of the testing.
[bookmark: _Toc508956473][bookmark: _Toc513830840]GOOSE
[bookmark: _Toc434579961][bookmark: _Toc439693213][bookmark: _Toc443813533][bookmark: _Ref508889873][bookmark: _Toc508956474]SCL

The publishing participants were required to provide either Xfactor (e.g. ED.1 CID files) or IID SCL files containing the GOOSE configuration information.  These files were used to configure the subscribers.  Unlike the structured SCL tests, no SCD was required for the configuration, although allowed.  
The SCL files should provide a minimum of 2 GOOSE control blocks.  One Dataset for a GOCB should contain FCDAs while the other contains DataSet members that are FCDs:

· The FCDA DataSet should contain:

· single point status:  stVal and q
· double point status: stVal and q
· double point: stVal and q
· a measurement value: mag.f and q

· The FCD DataSet should contain:
· A DataSet member that has a functional constraint of ST
· A DataSet member that has a functional constraint of MX

There is an optional test for a DataSet whose contents are both FCDA and FCD based.  

	
	
	Layer 2 GOOSE
	 R-GOOSE

	IED Company
	IED
	FCDA
	FCD
	FCDA and FCD
	FCDA
	FCD
	FCDA and FCD

	GE
	Multilin D60
	x
	x
	
	x
	x
	

	NREC
	PCS-9611
	x
	
	
	
	x
	

	SISCO
	UAP
	x
	x
	x
	x
	x
	x

	Vizimax
	PMU 010000
	x
	
	
	x
	
	

	Comments:
Vizimax was configured for Routable Sampled Values utilizing 9-2LE FCDA DataSet.



[bookmark: _Toc508956475]Test Results 
The following table are the recorded test results.
	IED
	SCL Import

	GE D60
	Pass

	NREC PCS-9611
	Pass

	SISCO UAP
	Pass



[bookmark: _Toc434579962][bookmark: _Toc439693214][bookmark: _Toc443813534][bookmark: _Toc508956476]Exchange a GOOSE with FCDAs
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members are FCDA.  The dataset should contain as many information types as possible from the definitions above.


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted.
The mechanism to provide this verification for the witness observation is subscriber specific.



[bookmark: _Toc508956477]Test Results
The following table are the recorded test results.
	
	Subscribing IED

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	




[bookmark: _Toc508956478]Exchange a GOOSE with FCD 
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members contain at least one FCD and no FCDA.  


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted. 
The mechanism to provide this verification for the witness observation is subscriber specific



[bookmark: _Toc508956479]Test Results
The following table are the recorded test results.

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	




[bookmark: _Toc434579963][bookmark: _Toc439693215][bookmark: _Ref442603441][bookmark: _Toc443813536][bookmark: _Toc508956480]Exchange a GOOSE with a combination FCD and FCDA
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members contain at least one FCD and one FCDA.  The FCDA shall not be contained in the FCD. The dataset should contain as many information types as possible from the definitions above...


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted. 
The mechanism to provide this verification for the witness observation is subscriber specific



[bookmark: _Toc508956481]Test Results
The following table are the recorded test results.

	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	




[bookmark: _Toc439693216][bookmark: _Toc443813538][bookmark: _Toc508956482]GOOSE Test Bit
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	No test description was provided
Procedure: Publisher sets the test bit.


	Expected Result:
	A GOOSE test bit was present


[bookmark: _Toc508956483]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	





[bookmark: _Toc434581085][bookmark: _Toc439693217][bookmark: _Toc443813540][bookmark: _Toc508956484]Detection of TAL Expiration
[bookmark: _Toc434577162][bookmark: _Toc434578472][bookmark: _Toc434577163][bookmark: _Toc434578473][bookmark: _Toc434577164][bookmark: _Toc434578474][bookmark: _Toc434577166][bookmark: _Toc434578476]This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	It is a local issue on how to accomplish this (e.g. pulling the publisher’s cable or setting the Enable to false).
Procedure:
The transmission of the published GOOSE is interrupted.  


	Expected Result:
	The subscribing IED detects TAL expiration and gives some local indication.



[bookmark: _Toc508956485]Test Results
The following table are the recorded test results.


	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	


[bookmark: _Toc434581090][bookmark: _Toc439693221][bookmark: _Toc443813545]
[bookmark: _Toc508956486]Simulation Bit
[bookmark: _Toc439693222][bookmark: _Toc443813546][bookmark: _Toc508956487]Ability to process data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	This involves the test set and is a precondition for the following tests.
Procedure:
1 The GOOSE publisher is publishing data.
2 The GOOSE publisher simulation flag is changed to indicate the GOOSE telegram is being published by a test device.


	Expected Result:
	The GOOSE data is examined using Wireshark and the GOOSE telegram should have the 8th octet set in Reserved 1.



[bookmark: _Toc508956488]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	



[bookmark: _Toc439693224][bookmark: _Toc443813548][bookmark: _Toc508956489]Ability to ignore data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	
Procedure:
1 The publisher and GOOSE subscriber are functioning properly.
2 The GOOSE subscriber uses the GOOSE telegram indications should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=false
3 The GOOSE subscriber is put into LPHD1.St.Sim.stVal=true
4 The GOOSE subscriber continues using the GOOSE telegram, indications should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=false
5 A second identical GOOSE telegram is published by a test device and the simulation flag is set “true”
6 The GOOSE subscriber now will use the test GOOSE telegram, indication should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=true (The GOOSE subscriber will now only use GOOSE telegrams with the simulation flag set true)
7 Subscriber to provide sim status per implementation.


	Expected Result:
	The test set is publishing GOOSE telegrams with the Simulation flag set “true”. The subscriber shall decode the simulated telegrams.

Subscriber to provide sim status per implementation.
The mechanism to provide this verification for the witness observation is subscriber specific.  



[bookmark: _Toc508956490]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	x

	SISCO UAP
	x
	x
	




[bookmark: _Toc508956491][bookmark: _Toc513830841]Routable GOOSE
[bookmark: _Toc508956492][bookmark: _Toc513830842]SCL

See section 10.4.1.1.
[bookmark: _Toc508956493]Test Results 
The following table are the recorded test results.
	

	IED
	SCL Import

	GE D60
	Pass

	NREC PCS-9611
	Pass

	SISCO UAP
	Pass




[bookmark: _Toc508956494][bookmark: _Toc513830843]Exchange a GOOSE with FCDAs
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members are FCDA.  The dataset should contain as many information types as possible from the definitions above.


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted.
The mechanism to provide this verification for the witness observation is subscriber specific.



[bookmark: _Toc508956495]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.




[bookmark: _Toc508956496][bookmark: _Toc513830844]Exchange a GOOSE with FCD 
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members contain at least one FCD and no FCDA.  


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted. 
The mechanism to provide this verification for the witness observation is subscriber specific



[bookmark: _Toc508956497]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.



[bookmark: _Toc508956498][bookmark: _Toc513830845]Exchange a GOOSE with a combination FCD and FCDA
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish a DataSet whose members contain at least one FCD and one FCDA.  The FCDA shall not be contained in the FCD. The dataset should contain as many information types as possible from the definitions above...


	Expected Result:
	Subscriber provides confirmation that the GOOSE was received and that the information was properly interpreted. 
The mechanism to provide this verification for the witness observation is subscriber specific



[bookmark: _Toc508956499]Test Results
No test results were recorded.
[bookmark: _Toc508956500][bookmark: _Toc513830846]GOOSE Test Bit
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	No test description was provided
Procedure: Publisher sets the test bit.


	Expected Result:
	A GOOSE test bit was present



[bookmark: _Toc508956501]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.



[bookmark: _Toc508956502][bookmark: _Toc513830847]Detection of TAL Expiration
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	It is a local issue on how to accomplish this (e.g. pulling the publisher’s cable or setting the Enable to false).
Procedure:
The transmission of the published GOOSE is interrupted.  


	Expected Result:
	The subscribing IED detects TAL expiration and gives some local indication.


[bookmark: _Toc508956503]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.



[bookmark: _Toc508956504][bookmark: _Toc513830848]Simulation Bit
[bookmark: _Toc508956505]Ability to process data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	This involves the test set and is a precondition for the following tests.
Procedure:
1 The GOOSE publisher is publishing data.
2 The GOOSE publisher simulation flag is changed to indicate the GOOSE telegram is being published by a test device.


	Expected Result:
	The GOOSE data is examined using Wireshark and the GOOSE telegram should have the 8th octet set in Reserved 1...



[bookmark: _Toc508956506]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.



[bookmark: _Toc508956507]Ability to ignore data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	
Procedure:
1 The publisher and GOOSE subscriber are functioning properly.
2 The GOOSE subscriber uses the GOOSE telegram indications should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=false
3 The GOOSE subscriber is put into LPHD1.St.Sim.stVal=true
4 The GOOSE subscriber continues using the GOOSE telegram, indications should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=false
5 A second identical GOOSE telegram is published by a test device and the simulation flag is set “true”
6 The GOOSE subscriber now will use the test GOOSE telegram, indication should be LGOS1.St.stVal=true, LGOS1.SimSt.StVal=true (The GOOSE subscriber will now only use GOOSE telegrams with the simulation flag set true)
7 Subscriber to provide sim status per implementation.


	Expected Result:
	The test set is publishing GOOSE telegrams with the Simulation flag set “true”. The subscriber shall decode the simulated telegrams.

Subscriber to provide sim status per implementation.
The mechanism to provide this verification for the witness observation is subscriber specific.  



[bookmark: _Toc508956508]Test Results
The following table are the recorded test results.
	

	
	Subscribers

	Publishing IED
	GE
D60
	NREC
9611
	SISCO
UAP

	GE D60
	
	
	x

	NREC PCS-9611
	
	
	

	SISCO UAP
	x
	
	

	Comments:
NREC does not support IGMPv3.



[bookmark: _Toc508956509][bookmark: _Toc513830849]Routable Sampled Measured Values (R-SV)
Vizimax was the only R-SV publisher.  To check that R-SV was working properly through the network, Wireshark was executed on the SISCO UAP node.
[bookmark: _Toc508956510][bookmark: _Toc513830850]SCL

The publishing participants were required to provide either Xfactor (e.g. ED.1 CID files) or IID SCL files containing the SV configuration information.  These files were used to configure the subscribers.  Unlike the structured SCL tests, no SCD was required for the configuration, although allowed.  
The SCL files should provide a minimum of 1 SV control blocks.  One Dataset for a CB should contain should be consistent with either 9-2LE or IEC 61869-9 (preferable). 
[bookmark: _Toc508956511]Test Results
The following table shows the recorded test results.
	IED
	SCL Import

	SISCO UAP
	Pass

	Vizimax
	Pass

	Comments:
SISCO UAP imported a modified SCL file that allowed it to post a subscription for R-SV as if it were a R-GOOSE in order to facilitate IGMPv3 on the network.



[bookmark: _Toc508956512][bookmark: _Toc513830851]Exchange of SV
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	Procedure:
A publisher shall publish the declared DataSet. 

	Expected Result:
	Subscriber provides confirmation that the SV was received and that the information was properly interpreted.
The mechanism to provide this verification for the witness observation is subscriber specific.



[bookmark: _Toc508956513]Test Results
The following table shows the recorded test results.
	IED
	Subscriber

	Publisher
	Wireshark

	Vizimax
	Pass

	Comments:
Vizimax published at 240 samples/sec.



[bookmark: _Toc508956514][bookmark: _Toc513830852]Simulation Bit
[bookmark: _Toc508956515]Ability to process data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	This involves the test set and is a precondition for the following tests.
Procedure:
1 The SV publisher is publishing data.
2 The SV publisher simulation flag is changed to indicate the SV telegram is being published by a test device.


	Expected Result:
	The SV data is examined using Wireshark and the SV telegram should have the 8th octet set in Reserved 1.



[bookmark: _Toc508956516]Test Results
No test results recorded.

[bookmark: _Toc508956517]Ability to ignore data with simulation bit true
This section contains a brief description of the test case, expected result, and the actual results.
	Test Case Description:
	
Procedure:
1 The publisher and SV subscriber are functioning properly.
2 The SV subscriber uses the SV telegram indications should be LSVS1.St.stVal=true, LSVS1.SimSt.StVal=false
3 The SV subscriber is put into LPHD1.St.Sim.stVal=true
4 The SV subscriber continues using the SV telegram, indications should be LSVS1.St.stVal=true, LSVS1.SimSt.StVal=false
5 A second identical SV telegram is published by a test device and the simulation flag is set “true”
6 The SV subscriber now will use the test SV telegram, indication should be LSVS.St.stVal=true, LSVS.SimSt.StVal=true (The SV subscriber will now only use SV telegrams with the simulation flag set true)
7 Subscriber to provide sim status per implementation.


	Expected Result:
	The test set is publishing SV telegrams with the Simulation flag set “true”. The subscriber shall decode the simulated telegrams.

Subscriber to provide sim status per implementation.
The mechanism to provide this verification for the witness observation is subscriber specific.  



[bookmark: _Toc508956518]Test Results
No test results recorded.

[bookmark: _Toc508956519][bookmark: _Toc513830853]Infrastructure Testing
The performance and testing of the infrastructure components is based upon the observation of the other prior test cases. An additional observation points were added in order to observe the expected results.


[bookmark: _Toc513830953]Figure 34: R-GOOSE Infrastructure Observation Points
A mirror port was configured on the Ethernet switch to facilitate diagnostics of the prior tests. An ad hoc observation point was added to a non-mirror port[footnoteRef:4].  Additionally, management consoles for the various infrastructure components were added to validate statistics, configuration, and to aid in the diagnosing of other issues. [4:  This will be discussed as part of the results for IGMP Snooping Testing of Switches.] 


[bookmark: _Toc508956520][bookmark: _Toc513830854]IGMPv3 Testing of Routers
The infrastructure testing will utilize R-GOOSE.
[bookmark: _Toc508956521]LAN A

This test purpose is to verify the IGMPv3 routing.  To do so, we setup 2 IEDs with the same published data, but with 2 different source addresses.  Then make sure that only traffic from the desired source address is routed. 
	Test Case Description:
	1 To verify that the routed infrastructure does not route traffic that is not a source specific subscription.

Add a new IED/Application that publishes to the same destination multicast address as one of the existing IEDs on LAN A. It shall have the same IED Name and configuration. It will have a different/unused host IP address.

2 A network sniffer on LAN B should be connected and monitoring the destination multicast address.

3 The IED whose destination multicast address is being published by the new IED shall be disconnected.




	Expected Result:
	The IEDs on LAN B should indicate an TAL timeout and the network sniffer should not show any packets being delivered to LAN B.

The multicast group subscriptions should be observed through the use of the router’s management console.



[bookmark: _Toc508956522]Test Results
The following table shows the recorded test results.
	

	CISCO CGR  2010
	Pass

	Comments:





[bookmark: _Toc508956523]LAN B

	Test Case Description:
	1 To verify that the routed infrastructure does not route traffic that is not a source specific subscription.

Add a new IED/Application that publishes to the same destination multicast address as one of the existing IEDs on LAN B. It shall have the same IED Name and configuration. It will have a different/unused host IP address.

2 A network sniffer on LAN A should be connected and monitoring the destination multicast address.

3 The IED whose destination multicast address is being published by the new IED shall be disconnected.




	Expected Result:
	The IEDs on LAN A should indicate an TAL timeout and the network sniffer should not show any packets being delivered to LAN A.


[bookmark: _Toc508956524]Test Results
No test results recorded as there was no PRP utilized.

[bookmark: _Ref508950685][bookmark: _Toc508956525][bookmark: _Toc513830855]IGMP Snooping Testing of Switches
The infrastructure testing will utilize R-GOOSE.
[bookmark: _Toc508956526]
	Test Case Description:
	To verify that the switch properly supports IGMP snooping.
1 Add a new IED/Application that publishes to the different destination multicast address as one of any of the LAN A or LAN B.  It shall have a different IED Name and configuration. It will have a different/unused host IP address.

2 Add a PC that is a GOOSE subscriber and has a network sniffer.  The subscriber should subscribe to at least one GOOSE, but not the one of the new IED/Application.

3 The publisher should publish.





	Expected Result:
	The network sniffer should not show any packets being delivered to the PC’s subscriber. 



[bookmark: _Toc508956527]Test Results
The following table shows the recorded test results.
	

	CISCO IE 4010
	Pass

	Comments:

The switch appropriately passed R-GOOSE traffic to the port that had the IGMPv3 subscription and was observed on the mirror port.  It was not observed on the ad hoc observation port since there was no IGMP subscription posted for the traffic on that port.



The results of this test, see the comments, indicate that mirror ports must be utilized in order to be able to observe network traffic when R-GOOSE is used in conjunction with IGMP Snooping switches.  This is since the use of IGMP snooping inhibits traffic to Ethernet ports for which a specific subscription has not been posted.

[bookmark: _Toc508956528][bookmark: _Toc513830856]Firewall

The infrastructure testing will utilize R-GOOSE.
	Test Case Description:
	To verify that the switch properly supports IGMP snooping.

1 Add a new IED/Application that publishes to the different destination multicast address as one of any of the LAN A or LAN B.  It shall have a different IED Name and configuration. It will have a different/unused host IP address.

2 Add a PC that is a GOOSE subscriber and has a network sniffer.  The subscriber should subscribe to at least one GOOSE, but not the one of the new IED/Application.

3 The publisher should publish.





	Expected Result:
	The network sniffer should not show any packets being delivered to the PC’s subscriber. 

The Firewall’s management console shall be used to verify that GOOSE/R-GOOSE traffic is being observed on ingress and egress from the firewall.




[bookmark: _Toc508956529]Test Results
The following table shows the recorded test results.
	
	GOOSE
	R-GOOSE

	CISCO ISA 3000
	Pass
	Pass

	Palo Alto PA-3050
	Pass
	Pass

	Comments:
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[bookmark: _Toc513830857]PTP Testing

[bookmark: _Toc513830858]Participation

The following is the information regarding the PTP/IEC 61850-9-3 implementations that were tested.

	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	
	
	
	
	
	
	
	
	
	

	ABB
	IED
	
	x
	x
	x
	
	x
	
	

	ABB
	MU
	
	x
	x
	
	
	X
	
	

	Doble
	F6052
	x
	
	
	
	
	x
	 x
	

	GE
	DR60
	
	
	
	
	x
	x
	X
	

	GE
	F650
	
	
	
	
	X
	x
	x
	

	GE
	H49
	
	x
	x
	x
	
	x
	x
	IEEE C37.238-2011

	GE
	MU320
	
	
	
	
	x
	x
	x
	

	GE
	RT434
	x
	x
	
	
	x
	x
	X
	IEEE C37.238-2011

	GE
	S2024G
	
	
	x
	x
	x
	x
	
	

	GE
	SR8
	
	
	
	
	X
	
	x
	

	HIRSCHMANN
	EES25
	
	x
	x
	x
	
	x
	
	

	HIRSCHMANN
	RSP35
	
	x
	x
	x
	
	x
	
	

	HIRSCHMANN
	RSPE35
	
	x
	x
	x
	
	x
	
	

	KERI
	IED
	
	
	x
	
	x
	x
	
	

	NREC
	PCS9611
	
	
	
	
	x
	X
	x
	IEEE C37.238-2011

	NREC
	PCS9785
	
	x
	
	
	
	X
	x
	IEEE C37.238-2011

	OMICRON
	OTMC 100
	X
	
	
	
	
	x
	x
	IEEE C37.238-2011

	OMICRON
	RSP20
	
	
	x
	x
	
	x
	x
	

	OMICRON
	TICRO 100
	
	
	
	
	x
	x
	x
	

	OPAL RT
	OP4510
	
	
	x
	
	x
	
	x
	

	Siemens
	RMC8388
	
	
	
	
	x
	x
	x
	IEEE C37.238-2011

	Siemens
	RSG2488
	
	x
	x
	x
	
	x
	x
	IEEE C37.238-2011

	Vizimax
	PMU010000
	x
	x
	
	x
	x
	x
	x
	



In some cases, IEEE C37.238 2011 was provided instead of IEEE C37.238 2017.
[bookmark: _Toc513830859]List



	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	NREC
	PCS9611
	
	
	
	
	x
	X
	x
	IEEE C37.238-2011

	NREC
	PCS9785
	
	x
	
	
	
	X
	x
	IEEE C37.238-2011

	OMICRON
	OTMC 100
	X
	
	
	
	
	x
	x
	IEEE C37.238-2011

	OMICRON
	RSP20
	
	
	x
	x
	
	x
	x
	

	OMICRON
	TICRO 100
	
	
	
	
	x
	x
	x
	

	OPAL RT
	OP4510
	
	
	x
	
	x
	
	x
	

	Siemens
	RMC8388
	
	
	
	
	x
	x
	x
	IEEE C37.238-2011

	Siemens
	RSG2488
	
	x
	x
	x
	
	x
	x
	IEEE C37.238-2011

	Vizimax
	PMU010000
	x
	x
	
	x
	x
	x
	x
	




[bookmark: _Toc513830860]Clocks

	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	GE
	RT434
	x
	x
	
	
	x
	x
	X
	IEEE C37.238-2011

	GE
	S2024G
	
	
	x
	x
	x
	x
	
	

	GE
	SR8
	
	
	
	
	X
	
	x
	






[bookmark: _Toc513830861]Testing Equipment

	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	Doble
	F6052
	x
	
	
	
	
	x
	 x
	





[bookmark: _Toc513830862]IED

	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	GE
	DR60
	
	
	
	
	x
	x
	X
	

	GE
	F650
	
	
	
	
	X
	x
	x
	

	GE
	MU320
	
	
	
	
	x
	x
	x
	

	ABB
	IED
	
	x
	x
	x
	
	x
	
	

	ABB
	MU
	
	x
	x
	
	
	X
	
	

	KERI
	IED
	
	
	x
	
	x
	x
	
	




[bookmark: _Toc513830863]Networking

	Company
	Equipment
	Type of Clock
	PTP Protocol Supported
	MIB Support

	
	
	Grand
 Master
	Grand 
Master
Capable
	Transparent
Clock
	Boundary
Clock
	Slave
	IEC 61850-9-3
	C37.238-2017
	

	GE
	H49
	
	x
	x
	x
	
	x
	x
	IEEE C37.238-2011

	GE
	S2024G
	
	
	x
	x
	x
	x
	
	

	HIRSCHMANN
	EES25
	
	x
	x
	x
	
	x
	
	

	HIRSCHMANN
	RSP35
	
	x
	x
	x
	
	x
	
	

	HIRSCHMANN
	RSPE35
	
	x
	x
	x
	
	x
	
	




[bookmark: _Toc495598834][bookmark: _Toc513830864]Requirements for GMs

Use case:
Grandmaster Clocks (GMs) are used as station clocks to time synchronize entire IEC 61850 infrastructures. In [Ref A] several requirements are defined which must be fulfilled. 

Measurement setup:
To assess the accuracy of the GM-DUTs all of them are connected to the same GPS Simulator. GM clocks with 1 PPS Output are connected directly to a scope to measure the deviation of their output signal to the reference 1 PPS provided by the simulator. GM-DUTs without 1 PPS output are connected to the scope via an OC. In addition, all GM-DUTs are connected to a switch that allows to analyze PTP traffic via Wireshark and to control the GM-DUTs via Ethernet. 
 
[image: ]

[bookmark: _Toc513830954]Figure 35 – PTP - GM Inaccuracy



[bookmark: _Toc495598835][bookmark: _Toc513830865]GM Time Inaccuracy
Test case: 
The GM Time Inaccuracy is assessed after all GM-DUTs have successfully locked to the primary time source (GPS simulator) and are in steady state according to 7.1 of [Ref A]. The measurement is done by comparing 1 PPS signals delivered by the GM-DUTs with the 1 PPS reference signal delivered by the GPS Simulator
Expected results: 
All GM-DUTs show an inaccuracy of less than 250 ns
Test Results:

Grand Master Test Results

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	

	Doble 
	F6052
	Pass

	GE 
	RT430
	Pass

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	Pass

	OMICRON 
	OTMC100
	Pass

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Pass

	Vizimax 
	PMU01000
	Pass

	Comments:
Doble: OMICRON & VIZIMAX Slave clocks show a offset of 750ns when Doble is Master over Hirschmann Switch. Direct connection with OMICRON Slave is not working. Possibly caused by 1 G-BIT/s.




[bookmark: _Toc513830866]GM hold over and recovery
This section applies to GM clocks locked to GPS and the GM-capable OCs when in GM operation:
Test cases 
a.) The time reference signal[footnoteRef:5] is muted while all GM-DUTs are in steady state [5:  GPS Simulator output for GMs. PTP or 1 PPS for GM-capable clocks] 

b.) The time reference signal is unmuted after a period of 5 minutes

Expected results: 
For Test case a.) 
· The time inaccuracy of all GMs remains below ± 250 ns for 5 s in accordance with 7.4.2 of [Ref A]. 
· The clockClass changes from 6 to 7
· As soon as an inaccuracy exceeds ± 250 ns the clock class changes from 7 to 52
· As soon as the inaccuracy exceeds ± 1 µs the clock class changes from 52 to 187

For Test case b.) 
· After the time reference signal has been recovered and the clock is in steady state the clock class should change again to 6
· The time inaccuracy of all GMs is below ± 250 ns as soon as they are in steady state

Test Results

Grand Master

	Grand Master Test Results

	
	Test Results

	Vendor
	Product
	Test A
	Test B

	
	
	Inaccuracy
	Recovery
	Inaccuracy
	Recovery

	Doble 
	F6052
	Pass
	Fail
	Pass
	Pass

	GE 
	RT430
	Pass
	Pass/Fail
	Pass
	Pass

	Meinberg 
	M1000
	Pass
	Pass
	Pass
	Pass

	NREC 
	PCS-9785
	Pass
	Fail
	Pass
	Pass

	OMICRON 
	OTMC100
	Pass
	Pass
	Pass
	Pass

	SEL
	2488
	Pass
	Pass
	Pass
	Pass

	Siemens 
	RSG2488
	Pass
	Fail
	Pass
	Pass

	Vizimax 
	PMU01000
	Pass
	Pass
	Pass
	Pass

	Test A Inaccuracy Comments:
Meinberg: 42 s between Antenna disconnect and Class 7, 
GE: 4s from GPS loss to clock class 7
OMICRON: Clock Class 6 to 7 in 13 s after GPS loss
SEL: 38 seconds from clock class 6 to 7
Siemens: 23 s from 6 to 7
NREC: 20s from 6 to 52 (Time Traceable =0, Frequency Traceable = 0 in Clock Class 6)

	Test A Recovery Comments:
Siemens: Clock class 52 skipped,
NREC: Clock class 7 skipped, Clock Class and Clock accuracy did not match (10µs in clock Class 52). 
Doble: No clock class switching when losing GPS (6>7), Clock class switching 6 > 52 only if "Hold-Over" is deactivated
GE: 238 - clock class 52 is skipped, clock class 52 used for 9-3

	Test B Recovery Comments:
Meinberg:  8.5 minutes for reastablishing GPS
NREC: 35s recovery from 52 to 6
GE: Recovery within 14s
SEL: 1 minute 47 seconds for recovering GPS
Siemens: 56s to recover
OMICRON: 2 Minutes  9 seconds to recover


[bookmark: _Toc431065278]


[bookmark: _Toc495598837][bookmark: _Toc513830867]Network time synchronization to a single grandmaster

Use case:  
The Grandmaster must be capable of time synchronizing all connected TCs, BCs and OCs using the mandatory and default settings defined in [Ref A] and [Ref C].
Proposed measurement setup:
A Grandmaster Clock (GM-DUT) is synchronized via a L-Band signal provided by a GPS simulator. The Devices Under Test (DUTs) are connected to a single transparent clock (TC1). GM capable Clocks (GM-DUT2) are synchronized directly via the 1 PPS output of the GPS Simulator. The successful synchronization of all devices is checked by analyzing the network traffic (Wireshark), checking the synchronization status of the DUTs and comparing the accuracy of 1 PPS time reference signals provided by the DUTs or OCs connected to the DUTs. To ensure that only the GM-DUT is Grandmaster all Grandmaster capable OCs must use a priority setting that ensures that they never will be Grandmaster. 

[image: ]
[bookmark: _Ref427237694][bookmark: _Toc513830955]Figure 36 – PTP - General Synchronization Test
Alternative Setup to test island operation: 
To test island operation a GM-capable Clock (GM-DUT2) locked to the 1 PPS signal of the GPS simulator can be used in the setup as shown in Figure 36.
[bookmark: _Toc513830868]Synchronization Test
TC1 and all DUTs should be setup to properly synchronize to the GM-DUT

[bookmark: _Toc495598839]Basic check of synchronization

Test Case: 
Time synchronization of DUTs is verified by checking their status and time with the DUT supplier’s tools or user interfaces.  
Expected Results: 
· All DUTs have the same TAI date and time like the GPS Simulator
(Devices that do not support TAI must show the corresponding UTC or local time zone) 
· All DUTs show a locked indication 
· All DUTs show the Grandmaster identity of the GM-DUT they are locked to
· Optionally all DUTs might display further information on the GM-DUT they are locked to e.g.:
[image: ] 

Test Results

Grand Master

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	Correct TAI

	Doble 
	F6052
	Pass

	GE 
	RT430
	Pass

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	Pass

	OMICRON 
	OTMC100
	Pass

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Pass

	Vizimax 
	PMU01000
	Pass

	Comments:
Meinberg:  8.5 minutes for reastablishing GPS
NREC: 35s recovery from 52 to 6
GE: Recovery within 14s
SEL: 1 minute 47 seconds for recovering GPS
Siemens: 56s to recover
OMICRON: 2 Minutes  9 seconds to recover



Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	Synchronized internal clock
	Correct GM Identity displayed
	
	

	Belden 
	EES25
	Pass
	Pass
	
	

	Belden 
	RSP20
	Pass
	Pass
	
	

	Belden 
	RSPE35
	Pass
	Pass
	
	

	Cisco
	IE4010
	NA
	Pass
	
	

	GE
	H49
	NA
	NA
	
	

	GE 
	S20
	Pass
	Pass
	
	

	Keri 
	TC
	Pass
	Pass
	
	

	Moxa 
	PT-G7828
	NA
	NA
	
	

	Siemens
	RSG-2288
	Pass
	Pass
	
	

	Siemens
	RSG-2488
	Pass
	Pass
	
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave





Boundary Clock

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct TAI
	Locked to GM-DUT
	Correct GM Identity
	Further Information 

	Belden 
	GRS1042
	Pass
	Pass
	Pass
	

	Cisco 
	IE 4010
	Pass
	Pass
	Pass
	

	GE 
	H49
	Pass
	Pass
	Pass
	

	GE 
	S20
	Pass
	Pass
	Pass
	

	Moxa 
	PT-G7828
	Pass
	Pass
	Pass
	

	Siemens
	RSG-2288
	Pass
	Pass
	Pass
	

	Siemens
	RSG-2488
	Pass
	Pass
	Pass
	

	Correct TAI Comments:
RSG-2488: Wrong UTC-TAI offset inserted, not inserting the one received from GM


	Correct GM Identity Comments:
RGS-2488: Does use wrong Clock Class & Time Source



[bookmark: _Toc495598840]Check of general time inaccuracy:
Test Case: 
The inaccuracy of DUTs connected to TC1 is assessed by comparing time reference signals provided by the DUTs with the 1 PPS signal provided by the GPS Simulator and the GM-DUT. The measurement is performed according to the measurement conditions defined in 7.1. of [Ref A].
Maximum introduced inaccuracies: 
	Device
	Added inaccuracy
	

	GM-DUT 
	250 ns 
	[Ref A] (7.4.1) 

	GM-DUT 2
	250 ns
	[Ref A] (7.4.1)

	TC 1
	50 ns 
	[Ref A] (7.5)

	BC
	200 ns
	[Ref A] (7.6) 

	OC (Slave) 
	50 ns
	Typical (optional)



Expected Results: 
The results are assessed after the equipment is in steady state according to Ref 1. Further on delays introduced by long cables can be compensated if supported by the equipment. For equipment that does not offer this possibility a 5 ns/m delay can be subtracted from the measured result. 

· Optional: OCs connected to TC1 are not deviating more than ±100 ns to the 
GM-DUTs 1 PPS
· Mandatory: TCs connected to TC1 are not deviating more than ±100 ns (for TCs with 1 PPS output) or more than ±150 ns (for 1 PPS provided by OCs connected to TCs without 1 PPS output) to the GM-DUTs 1 PPS
· Mandatory: BCs connected to TC1 are not deviating more than ±250 ns (for BCs with 1 PPS output) or more than ±300 ns (for 1 PPS provided by OCs connected to BCs without 1 PPS output) to the GM-DUTs 1 PPS
· Mandatory The GM-DUT itself is not allowed to deviate more than ±250 ns from the 1 PPS provided by the GPS simulator

All results obtained in this test case are to be recorded so that they can be possibly used also as results for test cases 11.6.1, 11.7.1 and 11.8.1
Remark: 
It will be difficult to measure the time inaccuracy of SlaveOnly OCs (like protection relays) which do not have a 1 PPS output. One possibility might be that the 1 PPS output of the GPS simulator is connected to the IED and a time stamped event is created by the relay. By analyzing the time stamp at least, a rough accuracy might be evaluated. 
Test Results

Grand Master

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	For GMs < ± 250 ns

	Doble 
	F6052
	Pass

	GE 
	RT430
	Pass

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	Pass

	OMICRON 
	OTMC100
	Pass

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Pass

	Vizimax 
	PMU01000
	Pass

	Comment:
GE: Clock variance is 1 - very optimistic :-) 
NREC: Clock variance set to 0, Accuracy < 1 µs chosen depite being better than 250µs
Doble: Clock variance is 65535 (not calculated) & Priority field is fixed to 128



Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	For TCs with 1 PPS output < ± 100 ns
	For TCs without 1 PPS output and connected OC < ± 150 ns
	

	Belden 
	EES25
	Pass
	NA
	

	Belden 
	RSP20
	NA
	Pass
	

	Belden 
	RSPE35
	NA
	Pass
	

	Cisco
	IE4010
	NA
	Pass
	

	GE
	H49
	NA
	Pass
	

	GE 
	S20
	Pass
	NA
	

	Keri 
	TC
	Pass
	
	

	Moxa 
	PT-G7828
	NA
	Pass
	

	Siemens
	RSG-2288
	Pass
	NA
	

	Siemens
	RSG-2488
	Pass
	NA
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave




Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	For BCs with 1 PPS output < ± 250 ns
	For BCs without 1 PPS output and connected OC
	

	Belden 
	GRS1042
	NA
	Pass
	

	Cisco 
	IE 4010
	NA
	Pass
	

	GE 
	H49
	NA
	Pass
	

	GE 
	S20
	NA
	Pass
	

	Moxa 
	PT-G7828
	NA
	Pass
	

	Siemens
	RSG-2288
	Pass
	NA
	

	Siemens
	RSG-2488
	NA
	Pass
	

	Comments:



[bookmark: _Toc495598841]One-step / Two-step compatibility at ingress:
Test Case: 
a.) TC1 is set to one-step mechanism at egress
b.) TC1 is set to two-step mechanism at egress 
Expected Results: 
a.) All DUTs connected to TC1 synchronize correctly (locked indication, correct time) – no follow up messages are seen on Wireshark
- inaccuracy of components needs to remain the same like in 2.1.2

b.) All DUTs connected to TC1 synchronize correctly (locked indication, correct time) – follow up messages are seen on Wireshark
- inaccuracy of components needs to remain the same like in 2.1.2

Test Results

Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct synchronization with one-step at ingress
	Correct synchronization with two-step at ingress
	

	Belden 
	EES25
	Pass
	NA
	

	Belden 
	RSP20
	Pass
	Pass
	

	Belden 
	RSPE35
	Pass
	Pass
	

	Cisco
	IE4010
	Pass
	Pass
	

	GE
	H49
	Pass
	Pass
	

	GE 
	S20
	Pass
	NA
	

	Keri 
	TC
	NA
	
	

	Moxa 
	PT-G7828
	Pass
	Pass
	

	Siemens
	RSG-2288
	Pass
	NA
	

	Siemens
	RSG-2488
	Pass
	NA
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave

	Comments for Correct synchronization with one-step at ingress:
Cisco IE4010 inserts Followup Messages with own MAC Address
*Meinberg GM on site was only to do two step
GE-H49: provides two step when receiving two step and one step when receiving one step
Moxa: with one-step at ingress it creates Follow up messages in the name of Moxa



Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	One-step mechanism
	Two-step mechanism
	

	Belden 
	GRS1042
	See Transparent Clock test results
	

	Cisco 
	IE 4010
	
	

	GE 
	H49
	
	

	GE 
	S20
	
	

	Moxa 
	PT-G7828
	
	

	Siemens
	RSG-2288
	
	

	Siemens
	RSG-2488
	
	

	Comments:



[bookmark: _Toc431065277][bookmark: _Toc495598842]Use of correct Multicast MAC Addresses:
According to [Ref B] F.3 all Pdelay Messages shall have the Multicast MAC Address 01:80:C2:00:00:0E 
All other PTP Messages shall have the Multicast MAC Address 01:1B:19:00:00:00
Test case: 
Check all traffic with Wireshark 
Expected Results: 
All DUTs connected to TC1 use the correct Multicast MAC Addresses
Test Results

Grand Masters

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	Correct MAC

	Doble 
	F6052
	Pass

	GE 
	RT430
	Pass

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	Pass

	OMICRON 
	OTMC100
	Pass

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Pass

	Vizimax 
	PMU01000
	Pass

	Comment: 



Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	correct multicast addresses used
	
	

	Belden 
	EES25
	Pass
	
	

	Belden 
	RSP20
	Pass
	
	

	Belden 
	RSPE35
	Pass
	
	

	Cisco
	IE4010
	Pass
	
	

	GE
	H49
	Pass
	
	

	GE 
	S20
	Pass
	
	

	Keri 
	TC
	Pass
	
	

	Moxa 
	PT-G7828
	Pass
	
	

	Siemens
	RSG-2288
	Pass
	
	

	Siemens
	RSG-2488
	Pass
	
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave



Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct MAC
	

	Belden 
	GRS1042
	See Transparent Clock test results
	

	Cisco 
	IE 4010
	
	

	GE 
	H49
	
	

	GE 
	S20
	
	

	Moxa 
	PT-G7828
	
	

	Siemens
	RSG-2288
	
	

	Siemens
	RSG-2488
	
	

	Comments:



[bookmark: _Toc495598843]Leap Second Insertion

Use Case: 
Equipment operating in UTC or in a local time zone must execute leap second changes if a leap second change is announced via GPS.
Test Cases: 
a.) Positive leap second insertion initiated via GPS Simulator with a simulated date either June 30th or Dec 31st 
b.) Negative leap second insertion initiated via GPS Simulator either June 30th or Dec 31st 

Remark: 
The announcement of the leap second will be done via the GPS simulator in accordance to the standard. It will start with a date & time 30 minutes prior the leap second insertion. GMs need to start after start of the GPS simulator.
Expected Results: 
Test Case a.)
The GM-DUT should display the Leap Second Insertion as shown in his GUI
	Properties
	No Leap Second announced
	Positive Leap Second announced
	After Leap Second Insertion

	timePropertiesDS.currentUtcOffset
	37
	37
	38

	timePropertiesDS.currentUtcOffsetValid
	TRUE
	TRUE 
	TRUE

	timePropertiesDS.leap59
	FALSE
	FALSE 
	FALSE

	timePropertiesDS.leap61
	FALSE 
	TRUE 
	FALSE



TC’s, BC’s and OC’s need to follow the leap second insertion. And should display the correct UTC offset after the insertion.

Optional: 
To check this either the time display of the device or time stamped events are used – UTC Time stamps for events taking place every full second should be: 
23:59:58
23:59:59
23:59:60
00:00:00
00:00:01
Optional: If the OCs output IRIG-B or DCF77 output signals the leap second insertion needs to be done according to the respective standards.
Test Case b.)
The GM-DUT should display the Leap Second Insertion as shown in his GUI
	Properties
	No Leap Second announced
	Negative Leap Second announced
	After Leap negative Second Insertion

	timePropertiesDS.currentUtcOffset
	37
	37
	36

	timePropertiesDS.currentUtcOffsetValid
	TRUE
	TRUE 
	TRUE

	timePropertiesDS.leap59
	FALSE
	TRUE  
	FALSE

	timePropertiesDS.leap61
	FALSE 
	FALSE
	FALSE



TC’s, BC’s and OC’s need to follow a negative leap second insertion. 
Optional: 
To check this either the time display of the device or time stamped events are used – UTC Time stamps for events taking place every full second should be: 

23:59:57
23:59:58
00:00:00
00:00:01
Optional: 
If they output IRIG-B or DCF77 output signals the leap second insertion needs to be done according to the respective standards.

[bookmark: _Toc495598844][bookmark: _Toc513830869]Correct Implementation & use of alternate time offset indicator TLV (opt.)
According to IEC/IEEE 61850-9-3 and IEEE C37.238 the alternate time offset indicator TLV (ATOI) can be used optionally. Target of this test is to find out if the ATOI is inserted correctly and processed correctly by all devices that claim ATOI support.
Test case: 
a.) Use an IEC/IEEE 61850-9-3 grandmaster that supports ATOI and check:
· With WireShark if the TLV is inserted correctly in the announce message. 
· If connected BCs, TCs and OCs that claim ATOI support process the ATOI correctly by displaying the correct time information.

b.) Use an IEEE C37.238 grandmaster that supports ATOI and check:
· With WireShark if the TLV is inserted correctly in the announce message. 
· If connected BCs, TCs and OCs that claim ATOI support process the ATOI correctly. 

Expected Results: 
· Wireshark shows standard compliant ATOI TLV in the announce messages
· If supported the ATOI TLV is properly used to calculate the local time (optional)

Test Results

Grand Masters

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	ATOI TLV correctly inserted in announce message

	Doble 
	F6052
	NA

	GE 
	RT430
	Fail

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	Pass

	OMICRON 
	OTMC100
	NA

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Fail

	Vizimax 
	PMU01000
	Pass

	Comments:
Vizimax: ATOI passed except Keyfield is '1' (Okay for 238 but not 9-3), 
SEL: ATOI passed except Keyfield is '1' (Okay for 238 but not 9-3)
OMICRON: ATOI not used
Siemens: Only available in Power Profile, ATOI is based on UTC andnot on TAI (-37 not taken into care)
GE: 9-3 ATOI is based on UTC and not on TAI (-37 not taken into care), 238 ATOI is based on TAI but 37s are added instead of substracted
NREC: Implemented for 238 only




Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	ATOI TLV correctly inserted in announce message
	ATOI TLV correctly processed (and displayed) 
	

	Belden 
	GRS1042
	NA
	NA
	

	Cisco 
	IE 4010
	Fail
	NA
	

	GE 
	H49
	Pass
	NA
	

	GE 
	S20
	NA
	NA
	

	Moxa 
	PT-G7828
	NA
	NA
	

	Siemens
	RSG-2288
	NA
	NA
	

	Siemens
	RSG-2488
	NA
	NA
	

	Comments:
Belden: ATOI not supported
Moxa: ATOI not supported
Cisco: Inserts its own and does not forward the one from the GM




[bookmark: _Toc495598845][bookmark: _Toc513830870]Correct Implementation & use of IEEE C37.238 specific TLV
According to [Ref C] Clause 6.2.1 the profile-specific TLV needs to be appended to the announce message prior all other TLVs. 
Test case: 
Use an IEEE C37.238 grandmaster and check:
· With WireShark if the profile specific TLV is inserted correctly in the announce message.
· If IEEE C37.238 compliant OCs display the correct totalTimeInaccuracy 

Expected Results: 
a.) Wireshark shows standard compliant profile-specific TLV in the announce messages
a. tlvType: ORGANIZATION_EXTENSION value = 0003 hex
b. lengthField = 0012 hex
c. organizationId = 1C129D hex
d. organizationSubType = 000002 hex
e. dataField
i. 2 Octets: GrandmasterID 0000 – FFFF hex (0000 hex if not used) 
ii. 4 Octets: not used 00000000 hex
iii. Total time inaccuracy (unsigned integer): 00000000 – FFFFFFFF hex (in ns) 
iv. 2 octets: not used 0000 hex

b.) Synchronized DUTs show the correct totalTimeInaccuracy of the current GM.
c.) If used synchronized DUTs show the correct Grandmaster ID as well.

Test Results

Grand Masters

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	

	Doble 
	F6052
	NA

	GE 
	RT430
	Pass

	Meinberg 
	M1000
	Pass

	NREC 
	PCS-9785
	NA

	OMICRON 
	OTMC100
	Pass

	SEL
	2488
	Pass

	Siemens 
	RSG2488
	Pass

	Vizimax 
	PMU01000
	Pass

	Doble: Profile: 238.2017 not supported, 238-2011 - TLV missing, VLAN implementation for Announce and Sync is different
NREC: old version used 238.2017 not supported




Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	37.238 correctly forwarded
	Compliant implementation of correction field
	

	Belden 
	EES25
	NA
	NA
	

	Belden 
	RSP20
	NA
	NA
	

	Belden 
	RSPE35
	NA
	NA
	

	Cisco
	IE4010
	NA
	NA
	

	GE
	H49
	NA
	NA
	

	GE 
	S20
	NA
	NA
	

	Keri 
	TC
	NA
	NA
	

	Moxa 
	PT-G7828
	NA
	NA
	

	Siemens
	RSG-2288
	Pass
	Pass
	

	Siemens
	RSG-2488
	NA
	NA
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave

	Comments on 37.238 correctly forwarded:
Belden RSP20, RSPE35, EES25: Not supporting C37.238-2017 at the moment
Siemens 2288 support c37.238v2
GE: forwards 37.238 TLV - does not support 37.238-2017
Moxa: Truncates Anounce if in 238-2011 mode and 9-3 or 238-2017 master is connected
Cisco IE4010: does not support C32.238-2017 at the moment



Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Synchronized DUT shows correct totalTimeInaccuracy
	Synchronized DUT shows correct Grandmaster ID
	

	Belden 
	GRS1042
	NA
	NA
	

	Cisco 
	IE 4010
	NA
	NA
	

	GE 
	H49
	NA
	NA
	

	GE 
	S20
	NA
	NA
	

	Moxa 
	PT-G7828
	NA
	NA
	

	Siemens
	RSG-2288
	NA
	NA
	

	Siemens
	RSG-2488
	NA
	NA
	

	Comments:
Belden: C37.238 not supported
Moxa: 238 TLV not supported
Cisco: Creates own 238 TLV instead of forwarding and modifying it
GE H49: Supports C37.238-2011 correctly
GE: C37.238 not supported






[bookmark: _Toc495598846][bookmark: _Toc513830871]Network time synchronization with multiple attached Grandmasters 

Use Case:  
In a network with multiple grandmaster-capable clocks the best clock must be chosen as grandmaster in accordance with the BMCA defined in ([Ref B]). All other grandmaster capable clocks need to be in passive mode. All BCs and OCs in the network must lock to this Best Grandmaster achieving an accuracy as defined in 7.2 of [Ref A]. In case of a switch over between grandmasters the network needs to remain in synch as defined in 7.1 of [Ref A].  
Proposed measurement setup:
Several Grandmaster Clocks (GM-DUT) are synchronized via an L-Band signal provided by a GPS simulator. In addition, a GM-capable OC (GM-DUT2) is provided with a 1 PPS signal from the GPS Simulator. All GM-DUTs are assigned different priorities. The best GM-DUT (highest priority and accuracy) becomes Grandmaster. Devices Under Test (DUTs) are connected to a single transparent clock (TC1). The successful synchronization of all devices is checked by analyzing the network traffic (Wireshark), checking the synchronization status of the DUTs and comparing the accuracy of time reference signals provided by the GM-DUTs or OCs connected to the DUTs. To ensure that only one of the GM-DUTs connected to the GPS simulator (via L-Band or 1 PPS) is Grandmaster all Grandmaster capable OCs must use a priority setting that ensures that they never will be Grandmaster. 
[image: ]

[bookmark: _Toc513830956]Figure 37 – PTP - BMCA test




[bookmark: _Toc495598847][bookmark: _Toc513830872]Check of BMCA

Test Case: 
All GM-DUTs are set to different priorities (parentDS.grandmasterPriority1 & parentDS.grandmasterPriority2). 
Expected results: 
· The Best GM-DUT becomes grandmaster no matter if it is an IEC/IEEE 61850-9-3 or IEEE C37.238-2017 Grandmaster. (Change in [Ref C] in comparison to previous version, Clocks without TLVs in the announce message can become grandmaster)
· All other GM-DUTs but one are in passive mode 
· All DUTs have the same TAI date and time like the GPS Simulator
(Devices that do not support TAI must show the corresponding UTC or local time zone) 
· All DUTs show a locked indication (also [Ref C] clocks need to accept a [Ref A] grandmaster. 
· All DUTs show the Grandmaster identity of the SAME best GM-DUT.
· Optionally: All DUTs display further information on the GM-DUT they are locked to e.g.:

[image: ]

Test Results

Grand Masters

	Grand Master Test Results

	
	Test Result

	Vendor
	Product
	Best GM-DUT becomes GM
	Other GM-DUTs in passive mode
	Correct Time displayed


	Doble 
	F6052
	Pass
	Pass
	Pass

	GE 
	RT430
	Pass
	Pass
	Pass

	Meinberg 
	M1000
	Pass
	Pass
	Pass

	NREC 
	PCS-9785
	Pass
	Pass
	Pass

	OMICRON 
	OTMC100
	Pass
	Pass
	Pass

	SEL
	2488
	Pass
	Pass
	Pass

	Siemens 
	RSG2488
	Pass
	Pass
	Pass

	Vizimax 
	PMU01000
	Pass
	Pass
	Pass

	Best GM-DUT becomes GM Comments:
NREC: priority field can not be changed to other value than 0




Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct Time displayed
	Locked to GM-DUT
	Correct GM Identity displayed

	Belden 
	GRS1042
	Pass
	Pass
	Pass

	Cisco 
	IE 4010
	Pass
	Pass
	Pass

	GE 
	H49
	Pass
	Pass
	Pass

	GE 
	S20
	Pass
	Pass
	Pass

	Moxa 
	PT-G7828
	Pass
	Pass
	Pass

	Siemens
	RSG-2288
	Pass
	Pass
	Pass

	Siemens
	RSG-2488
	Pass
	Pass
	Pass

	Comments:






[bookmark: _Toc495598848][bookmark: _Toc513830873]Check of BMCA switch over

Test case:
The priority of a GM-DUT that is currently not the GM is changed so that it will become the new best GM. Alternatively the current GM is disconnected to initiate a switch over. To test if a GM-capable clock can take over control finally all GPS locked GM clocks are switched off. 
Expected results 16 s after the switchover was initiated: 
· The new Best GM-DUT becomes grandmaster (independent if it is compliant to [Ref A] or [Ref C])
· All other GM-DUTs including the former GM are in passive mode
· All DUTs have the same TAI date and time like the GPS Simulator
(Devices that do not support TAI must show the corresponding UTC or local time zone) 
· All DUTs show a locked indication 
· All DUTs show the Grandmaster identity of the SAME NEW best GM-DUT.
· Steady state is achieved within 16 s after the switchover 

Test Results

Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct time of all devices
	steady state achieved after 16s
	Correct GM identity displayed

	Belden 
	GRS1042
	Pass
	Pass
	Pass

	Cisco 
	IE 4010
	Pass
	Pass
	Pass

	GE 
	H49
	Pass
	Pass
	Pass

	GE 
	S20
	Pass
	Pass
	Pass

	Moxa 
	PT-G7828
	Pass
	Fail
	Pass

	Siemens
	RSG-2288
	Pass
	Pass
	Pass

	Siemens
	RSG-2488
	Pass
	Pass
	Pass

	Comments on Steady State:
Moxa: No seamless BMCA switch over




[bookmark: _Toc495598849][bookmark: _Toc513830874]BMCA switch over between clocks with time offset
Test case:
A time offset of 400 ns is added to a currently passive GM-DUT. Then a BMCA switch over is initiated so that the GM-DUT with the offset becomes the new Grandmaster. 

Expected results 16 s after the switchover was initiated: 
· The new Best GM-DUT becomes grandmaster (independent if it is compliant to [Ref A] or [Ref C])
· All other GM-DUTs including the former GM are in passive mode
· All DUTs have the same TAI date and time like the GPS Simulator
(Devices that do not support TAI must show the corresponding UTC or local time zone) 
· All DUTs show a locked indication 
· All DUTs show the Grandmaster identity of the SAME NEW best GM-DUT.
· Steady state is achieved within 16 s after the switchover 

Test Results



[bookmark: _Toc495598850][bookmark: _Toc513830875]BMCA Switch over with Boundary clocks

Use Case: 
BMCA is also possible for networks with Boundary Clocks that are connected to two GM-capable clocks in different network domains.
Proposed Measurement set-up:
[image: ]
[bookmark: _Toc513830957]Figure 38 – PTP - BMCA with BC
Test case: 
a.) Priorities of GM1 and GM2 are chosen in a way that GM1 is the Grandmaster in the system
b.) Priorities are changed so that GM2 becomes the Grandmaster

Expected Results: 
a.) TC, OC1, OC2 and BC-DUT are synchronized to GM1. The BC-DUT shows GM1 as its master. OC3 is synchronized to BC-DUT. GM2 is in passive mode. 

b.) BC-DUT & OC3 are synchronized to GM2. TC, OC1, OC2 are synchronized to BC-DUT. GM1 is in passive mode. 

Test Results

Boundary Clocks

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Correct GM chosen (GM1)
	Correct GM chosen (GM2)
	

	Belden 
	GRS1042
	Pass
	Pass
	

	Cisco 
	IE 4010
	Pass
	Pass
	

	GE 
	H49
	Pass
	Pass
	

	GE 
	S20
	Pass
	Pass
	

	Moxa 
	PT-G7828
	Pass
	Pass
	

	Siemens
	RSG-2288
	Pass
	Pass
	

	Siemens
	RSG-2488
	Pass
	Pass
	

	Comments:



[bookmark: _Toc495598851][bookmark: _Toc513830876]Check of BMCA Passive mode with Boundary clocks

Use Case: 
Boundary clocks can be connected together in a ring to ensure optimum availability of PTP signals for the connected DUTs. This test is used to check if the BMCA is correctly implemented for such topologies. 
Proposed Measurement set-up:

[image: ]
[bookmark: _Toc513830958]Figure 39 – PTP - BMCA with ring topologies 
Test case: 
A measurement setup like the one above is implemented. The links between the BCs are configured as independent Layer-3 (IP) subnets. 
Test 1.) w/o Layer 3 configuration
Test 2.) with Layer 3 configuration 
Expected Results: 
BC-DUT switches one of the two ports that are connected to the BCs to passive mode to avoid to have two slave ports and to avoid a time loop. 
If the currently active link is broken the so far passive port needs to become a slave port so that the OC remains synchronized to the GM.
Test Results

[bookmark: _Toc495598852][bookmark: _Toc513830877]Switch-off and restart of components in networks with multiple grandmasters

Use case: 
For repair and software updates there might be a requirement to power cycle and restart certain network components.
Test cases: 
a.) Power off/on or restart of a GM-DUT in passive mode
b.) Power off/on or restart of the current Grandmaster of the network
c.) All grandmasters and grandmaster capable clocks in passive mode (this includes BCs)  are permanently switched off. Than the current GM is powered off/on or restarted. 
d.) Power off/on or restart of TCs
e.) Power off/on or restart of BCs
f.) Power off/on or restart of OC (Slave only) 

Expected results:
a.) No component of the network should change its operational state when a GM-DUT in passive mode is switched off/on or restarted. 

b.) A BMCA switchover needs to take place so that the new best master becomes the grandmaster. All OCs are synchronized again within 16 s. 

c.) All downstream from the current master go to hold-over and operate on their internal clocks. 

d.) All devices downstream from the TC that is switched off/on or is restarted switch to hold-over and operate on their internal clocks. As soon as the TC is operational again all devices downstream regain synchronization to the GM-DUT within 30 seconds. 

All devices upstream from the TC that is switched off/on or is restarted maintain locked to the GM-DUT. 

e.) All devices downstream from the BC that is switched off/on or is restarted switch to hold-over and operate on their internal clocks. As soon as the BC is operational again all devices downstream regain synchronization to the GM-DUT within 30 seconds. 

All devices upstream from the BC that is switched off/on or is restarted maintain locked to the GM-DUT. 

f.) No other devices are affected by switching off/on or restart of a Slave Only OC

Test Results


[bookmark: _Toc495598853][bookmark: _Toc513830878]Impact of additional traffic on the synchronization network:
[bookmark: _Toc495598854]Multi PTP domain traffic in the network
Use case: 
It might happen that multiple PTP domains are used in the same network. It further on shows what happens if a PTP domain needs to be changed step-wise in a network. 
Proposed Measurement set-up:

[image: ]
[bookmark: _Toc513830959]Figure 40 – PTP - Impact of multidomain traffic
Test Case: 
This is another test to check the domain separation feature of IEEE 1588.  

Prior this test all participating GMs, OCs and TCs are configured to domain number 93. The complete setup is in steady state. All devices are locked to a single grandmaster. All other grandmasters or GM capable clocks are in passive operation.
These tests consist of the following:
a.) A GM is switched to domain 0.
b.) A part of the involved OCs is switched to domain 0

Expected Results: 
The following results are expected for the tests:
a.) All OCs remain locked to the best GM in domain 93
b.) All OC switched to domain 0 should now lock to the GM in domain 0 all other OCs remaining in domain 93 should stay locked to the GM of domain 93

Test Results



[bookmark: _Toc495598855]Impact of additional E2E traffic

[image: ]

[bookmark: _Toc513830960]Figure 41 – PTP - Impact of additional E2E traffic



Test Case: 
This test is intended to test the how misconfigured devices can influence IEEE 1588 time synchronization.  It will verify the resilience of the network when misconfigured devices are inserted on the network.  

At the beginning of the test the complete setup is using a standard [Ref A]configuration with domain number 93. A GM-DUT other than GM-DUT1 is the GM of the system.

The test consists of the following steps:

a.) OC1 is configured to E2E default profile (Layer 2).
b.) GM-DUT1 is configured to E2E default profile (Layer 2). 


c.) OC1 is changed to a different domain number (0).

d.) GM-DUT1 is changed to a different domain number (0).

e.) GM-DUT 1 is changed to E2E (Layer 3) 

f.) OC1 is changed to E2E (Layer 3) 

Expected Results: 

a.) After switching OC1 to E2E the remaining network should remain stable, all other devices need to remain in the same operational status they had previously. 
b.) After switching GM-DUT 1 to E2E there are two possible outcomes:
a. E2E traffic is blocked by TC1
b. E2E traffic is forwarded by TC1 (=expected)
   
In both cases the remaining 61850-9-3 network should continue to operate normally. If case b. applies the OC1 should be synchronized to GM-DUT1 using the E2E delay mechanism.

c.) After switching OC1 to domain number 0 it goes to hold-over or unsynchronized. GM-DUT1 still announces itself as E2E grandmaster in domain 93. 

d.) After switching GM-DUT1 to domain 0 there are two possible outcomes:
a. E2E Domain 0 traffic is blocked by TC1
b. E2E Domain 0 traffic is forwarded by TC1 (=expected)

In both cases the remaining 61850-9-3 network should continue to operate normally. If case b. applies the OC1 should be synchronized to GM-DUT1 using the E2E delay mechanism.

e.) OC1 is in hold-over or unsynchronized 

f.) After switching GM-DUT1 to layer 3 traffic there are two possible outcomes:
a. E2E Layer 3 traffic is blocked by TC1
b. E2E Layer 3 traffic is forwarded by TC1 (=expected)

In both cases the remaining 61850-9-3 network should continue to operate normally. If case b. applies the OC1 should be synchronized to GM-DUT1 using the E2E (Layer 3) delay mechanism.

Test Results







[bookmark: _Toc495598856]Impact of additional Layer 3 P2P traffic

[image: ] 

[bookmark: _Toc513830961][bookmark: _Hlk507571107]Figure 42 -PTP - Impact of additional Layer 3 Peer-to-Peer traffic


Test Case: 
This test is intended to test 
how misconfigured devices can influence IEEE 1588 time synchronization.  It will verify the resilience of the network when misconfigured devices are inserted on the network.  
At the beginning of the test the complete setup is using standard configuration ([Ref A])with domain number 93. A GM-DUT other than GM-DUT1 is the GM of the system.
The test consists of the following steps:
a.) OC1 is configured Peer-to-Peer default profile with Layer 3 communication. 

b.) GM-DUT1 is configured Peer-to-Peer default profile with Layer 3 communication

Expected Results: 
a.) After switching OC1 to Peer-to-Peer default profile with Layer 3 communication the remaining network should remain stable, all other devices need to remain in the same operational status they had previously. 

b.) After switching GM-DUT 1 to Peer-to-Peer default profile with Layer 3 communication there are two possible outcomes:
a. Layer 3 traffic is blocked by TC1
b. Layer 3 traffic is forwarded by TC1 (=expected)
   
In both cases the remaining 61850-9-3 network should continue to operate normally. If case b. applies the OC1 should try to synchronize to GM-DUT1 using the Peer-to-Peer layer 3 traffic.

Test Results




[bookmark: _Toc495598857][bookmark: _Toc513830879]Requirements for Transparent Clocks (TCs) 

Use case: 
TCs are used to distribute PTP synchronization packages throughout a network. TCs are not allowed to introduce additional errors bigger than ± 50 ns. 
[bookmark: _Ref490666348][bookmark: _Toc495598858][bookmark: _Toc513830880]TC time inaccuracy
General comment: 
The measurement at packet level is very difficult and according to the author’s opinion out-of-scope for an accurate measurement during the IOP. Therefore, a measurement approach is shown as follows. 
Test Case: 
Step 1: 
A test network is built up as shown below. Optionally artificial network load can be generated with a network traffic generator. 

[image: ]
[bookmark: _Toc513830962]Figure 43 – PTP -  TC inaccuracy step 1




Step 2: 
The TC under test is inserted between two switches. After the system is stabilized the time inaccuracy added by the TC-DUT can be measured. Again network traffic can be added a network traffic generator optionally. 

[image: ]

[bookmark: _Toc513830963]Figure 44 – PTP = TC inaccuracy step 2
Expected results:
After Step 1.) 
A certain inaccuracy between OC and the GM is measured – this is the reference inaccuracy. 

After Step 2.) 
Due to the routing via the TC-DUT an additional inaccuracy is introduced. The total inaccuracy in comparison to the reference inaccuracy is not allowed deviate more than 
± 50 ns

Test Results

Transparent Clocks

	Transparent Clock Test Results

	
	Test Results

	Vendor
	Product
	37.238 correctly inserted time inaccuracy < 50 ns
	
	

	Belden 
	EES25
	Pass
	
	

	Belden 
	RSP20
	Pass
	
	

	Belden 
	RSPE35
	Pass
	
	

	Cisco
	IE4010
	Pass
	
	

	GE
	H49
	Pass
	
	

	GE 
	S20
	Pass
	
	

	Keri 
	TC
	Pass
	
	

	Moxa 
	PT-G7828
	Pass
	
	

	Siemens
	RSG-2288
	Pass
	
	

	Siemens
	RSG-2488
	Pass
	
	

	General Comments:
*Keri TC was tested with Meinberg Master and Keri Slave only. All other TCs where tested with OMICRON Master and OMICRON Slave and Vizimax Slave





[bookmark: _Toc495598859][bookmark: _Toc513830881]Overall performance (optional) 
Test case: 
Build a chain of 15 switches and check if an OC connected at the end of the chain is within 1 µs in comparison to the 1 PPS signal of the GPS simulator.
Expected results:
OCs connected to the last TC are within 1 µs in comparison to the 1 PPS signal of the GPS simulator. 
Test Results
 


[bookmark: _Toc495598860][bookmark: _Toc513830882]Requirements for Boundary Clocks 

Use case: 
Boundary clocks (BC) are used to synchronize two separate Ethernet networks to the same grandmaster. 

[bookmark: _Ref490666356][bookmark: _Toc495598861][bookmark: _Toc513830883]BC Time inaccuracy
Test case: 
Two OCs of the same type (OC2 & OC3) are connected on both sides of the boundary clock. The time difference between the clocks is measured. OC1 and OC2 are operated in the same domain.
Measurement setup: 

[image: ]

[bookmark: _Toc513830964]Figure 45: PTP - Measuring Boundary Clock Inaccuracy
Expected Results: 
The maximum time difference between OC1 & OC3 must be less than ± 200 ns (250 ns with inaccuracy of OC’s) 
The maximum time deviation between OC2 & OC3 must be less than ± 50 ns (100 ns with inaccuracy of OC’s) 
Test Results:

Boundary Clock

	Boundary Clock Test Results

	
	Test Results

	Vendor
	Product
	Inserted time difference between clocks in same  domain

	Belden 
	GRS1042
	Pass

	Cisco 
	IE 4010
	Pass

	GE 
	H49
	Pass

	GE 
	S20
	Pass

	Moxa 
	PT-G7828
	Pass

	Siemens
	RSG-2288
	Pass

	Siemens
	RSG-2488
	Pass

	Comments:




[bookmark: _Toc495598862][bookmark: _Toc513830884]BC as Master in holdover 
Test case: 
The network is in steady state. The output of the GPS simulator is muted. 
The Boundary Clock will go to hold over
Expected results: 
For the first 5s of holdover the time inaccuracy of OC2 and OC3 is not allowed to shift more than ±250 ns in comparison to their inaccuracy during steady state. 
Test Results






[bookmark: _Toc495598863][bookmark: _Toc513830885]Requirements for Slave Only Clocks (optional)

Use case: 
Slave Only clocks can be either IEDs that are synchronized via PTP or Clocks which are used to generate time reference signals and legacy time codes.
[bookmark: _Ref490666367][bookmark: _Toc495598864][bookmark: _Toc513830886]Slave Only Clock Time inaccuracy (optional)
Test cases: 
All OC-DUTs are connected to the same TC. The accuracy of the OC-DUTs is assessed by either: 
a.) Comparing their 1 PPS output with a 1 PPS output provided by the GM of the network
OR

b.) Creating time stamped events based on the 1 PPS Signal provided by the GM

Measurement setup: 
[image: ]
[bookmark: _Toc513830965]Figure 46: PTP - Measuring Slave Clock Inaccuracy
Expected Results: 
For Test case a.) 
· The 1 PPS signal provided OC-DUTs connected to TC1 is not deviating more than ±100 ns to the GMs 1 PPS

For Test case b.)
· The time stamp of the event (created from the GMs 1 PPS signal) is at the full second ±100 ns[footnoteRef:6] [6:  This depends on the accuracy of the internal resolution for creating the time stamps. For some IEDs the resolution might be in the ms range. ] 


Test Results


[bookmark: _Toc495598865][bookmark: _Toc513830887]Slave Only OC in hold over (optional) 
Test case: 
The network is in steady state. TC 1 is disconnected from the GM
Expected results: 
For the first 5s[footnoteRef:7] of holdover the time inaccuracy is not allowed to shift more than: [7:  According to IEC 61869-9 chapter 6.904.5] 

± 1 µs[footnoteRef:8] for OC-DUTs used for metering [8:  According to IEC 61869-9 chapter 6.904.1] 

± 4 µs4 for OC-DUTs used for protection
in comparison to the GMs 1 PPS output.  





[bookmark: _Toc495598866][bookmark: _Toc513830888]Time synchronization in redundant network topologies

[bookmark: _Toc495598867][bookmark: _Toc513830889]Redundant path switch over 

Use Case: 
Ring topologies improve the redundancy of networks, but time loops need to be prevented. This test case investigates if the OC remains locked correctly when the active link is interrupted and a switchover to a passive link occurs.  
Proposed Measurement set-up:

[image: ]
[bookmark: _Toc513830966]Figure 47 – PTP - RSTP topologies 
Test case: 
A measurement setup like the one above is implemented, a redundancy protocol such as RSTP is used.  
Expected Results: 
· No time loop occur when infrastructure configured as a L2 redundant network
· Accuracy on OC shall be kept or recovered when redundant path switchover happen
· Link failure occurred and if RSTP convergence time is less than 1 Announce Interval then there will be no impact on BMC state but PTP topology may change
· Link failure occurred and if RSTP convergence time is greater than 1 Announce Interval then there will be impact on BMC states. It may also change PTP topology

Test Results




[bookmark: _Toc513830890]Infrastructure Performance Test for GOOSE
NERC CIP Version 5 provides an exclusion for IEC 61850-8-1 Layer 2 GOOSE.  The hypothesis the exclusion was based upon the belief that requiring security processes to be in the path of GOOSE would add a large amount of latency and therefore inhibit the ability of GOOSE to be utilized.
The integrated application infrastructure offered the opportunity to test the hypothesis.



[bookmark: _Toc513830967]Figure 48: Observation Setup for GOOSE Performance Measurement
An OMICRON DANEO was used to determine the time delay/latency of a particular GOOSE message traversing: 2 firewalls (e.g. ISA 300s), two routers (e.g. Siemens Ruggedcom RX 1500-L3 and CISCO CGR 2010), and one Ethernet Switch (e.g. CGR 2010).  The WAN link speed (e.g. between the routers) was 1 GB therefore WAN latency was not a factor in the measurement.



	GOOSE WAN Performance Results

	
	Results

	Measurements
	Run 1
	Run 2

	Minimum Latency
	307.78 usec
	236.80 usec

	Maximum Latency
	1.47 msec
	7.62 msec

	Average Latency
	420.44 usec
	376.06 usec

	Latency Standard Deviation
	134.74 usec
	127.86 usec

	Number of Packets Measured
	350
	26,100

	Expected State change rate
	1 per second
	1 per msec

	Traffic Observed
	27.3 Packets/Second
	471 Packets/second

	Bandwidth
	5.8 Kbps
	159 Kbps


[bookmark: _Toc512531205][bookmark: _Toc513830917]Table 16: GOOSE WAN Performance Test Results
The table shows the results for two different test runs.  One with a slow state change rate for the monitored GOOSE and the other with a state change rate 1000 times more than the first run.  The results show that the 1 msec state change rate was not achieved of the bandwidth would have been approximately 1000 times more than Run 1.  Therefore, it is estimated that the actual state change rate on Run 2 was approximately 1 per 2 msec.  It is worthwhile to note that the monitored GOOSE message was not the only traffic between the two routers (e.g. other GOOSE and Client/Server messages were in route).
[image: ][image: ]





[bookmark: _Toc513830968]Figure 49: GOOSE WAN Latency Measurement Distribution - Run 1 vs Run 2
The table and the graphs indicate that as the amount of traffic increased, the distribution of the latencies (e.g. the maximums measured) increased.  However, the standard deviation decreased.  The 3σ (indicating that 99.7% of the packets will be in the range) ranges are:
Run 1 3σ: 16.22 usec to 824.66 usec
Run 2 3σ:  0 to 758.64 usec
There are some obvious outliers on the distribution graphs.  However, the 3σ would tend to indicate that the latency caused by the firewalls and routers is acceptable when utilizing GOOSE.  Of course it depends on the application, but the transmission latency (e.g. when not using 1 GB between the routers) will probably cause a more significant latency.
Consider the transmission latency of a 500 octet GOOSE packet.  A T1 connection (e.g. 1.544 Mbps) would mean an approximate egress latency delay of 2.59 msec.
A side note, when these results were compared against results from a utility laboratory, the utility results showed much less latency and a tighter standard deviation.  Upon investigation of the differences between the two infrastructures, there was a difference in the routers utilized.  The laboratory utilized routers different and therefore the hint regarding the performance difference.  
Therefore, selection of the routers appears to be the key selection criteria for a robust and performant implementation of secured (e.g. VPN encrypted) L2 GOOSE over a WAN. 






[bookmark: _Toc513830891]Problem Reports
The overall issue breakdown, from the IOP, can be divided into implementation issues and issues requiring analysis, or action, via different standards bodies. Some of the issues referred to the standards body will eventually cause changes within the various standard.  The categories of issues are:
· SCL:  These are issues detected when attempting to use various aspects of the System Configuration Language.  These issues were primarily detected during the integration efforts of the integrated application.  

· 8-1 Client/Server:  These are issues detected when attempting to communicate utilizing the IEC 61850-8-1 SCSM MMS profile. These issues were detected during testing of the integrated application.

· GOOSE:  These issues were detected during the integration and use of Layer-2 GOOSE in the integrated application.

· R-GOOSE: These issues were detected during the integration and use of Routable GOOSE in the R-GOOSE test area of the interop. No testing during the previous IOPs had been performed.

· Sampled Values:  These issues were detected during the integration and use of Layer-2 Sampled Values in the integrated application.

· R-SV: Although no problems were reported with Routable Sampled Values during the interop, this was since only one vendor demonstrated R-SV.  This was performed using the integrated application infrastructure.  No testing during the previous IOPs had been performed.

· 8-1 SEC Client/Server:  These security issues were detected during the integration and use of IEC TR 62351-4 as part of the integrated application.

· Time Sync: These issues were primarily detected in the Time Sync area of the IOP.  These encompass both IEC 61850-9-3 and IEEE C37.238 issues.

· Network: These issues were detected during the integration and use of the network infrastructure of the integrated application.




[bookmark: _Toc441501851][bookmark: _Toc443810338][bookmark: _Toc513830969]Figure 50: Distribution of 2017 IOP Reported Problems

[bookmark: _Toc513830970]Figure 51: Total Number of Issues Reported by Category
There were fifty-seven total issues reported.  However, some of these issues were categorized into multiple areas. Therefore, the sum of the categorized issues is seventy-four. Twenty-three of these issues were reviewed and classified as implementation issues.  The following sections details non-implementation testing areas/campaigns issues. 
A comparison of the issues from the various interop is shown in the following table and charts.
	
	Interop Year

	Item
	2013
	2015
	2017

	Total number of issues
	82
	38
	57

	SCL
	58
	24
	32

	8-1 Client/Server
	15
	9
	9

	GOOSE
	5
	0
	6

	R-GOOSE
	Not Tested
	Not Tested
	3

	Sampled Values
	2
	2
	2

	R-SV
	Not Tested
	Not Tested
	Demonstrated

	8-1 Security Client/Server
	Not Tested
	Not Tested
	7

	Time Sync
	Not Tested
	1
	11

	Network
	2
	2
	2



[bookmark: _Toc512531206][bookmark: _Toc513830918]Table 17: Comparison Table of Issues from IOPs


[bookmark: _Toc513830971]Figure 52: Comparison Graph of Issues from IOPs
The comparison shows a substantial increase in issues reported on SCL, and to a lesser level Time Sync.  A closer look at the SCL issues shows:
 
[bookmark: _Toc513830972]Figure 53: Analysis of SCL Issues
The analysis of SCL issues provides a glimpse that approximately 38% of the reported issues were implementation issues and 60% were questions regarding the IEC 61850-6 standard.  The fact that there was an increase in reported SCL issues can be attributed to the fact that the SCL was used to design and integrate the integrated application.  Therefore, every vendor’s tool and SCL processing capability, as well as a top-down engineering process, was tested. Whereas in previous IOPs, only the SCL test area actively tested SCL.
The reported issues, except for implementation and informative issues, were provided to the appropriate organization for resolution.

	
	Number of Issues
	

	Reported To
	Total
	Addressed
	In Progress
	No Change Needed

	Vendor/Implementation
	23
	
	
	

	IEC TC57 WG10 User Feedback Task Force
	36
	22
	10
	4

	IEC TC57 WG15
	3
	2
	1
	

	IEEE
	4
	
	4
	

	UCA IEC 61850 Test Procedures Working Group
	1
	
	1
	

	NERC
	1
	
	
	

	Informative
	2
	
	
	


 
[bookmark: _Toc512531207][bookmark: _Toc513830919]Table 18:  Reported Issues versus Resolution and Update Status
Of the issues reported to WG10, WG15, IEEE, or the UCA IEC 61850 Test Procedures Working Group all have been considered, updated in the relevant documents, or are in process.  The WG10 issues have been reported to the User Feedback Task Force of IEC TC57 WG10.
The following sections have tables that provide a description of the reported problem, a categorization of the resolution, and an explanation of the resolution.  
The categorization legend is:
M – misunderstanding
C - Clarification
U – Issue either addressed or in process of being addressed
O – still open/un-resolved


[bookmark: _Toc513830892]SCL Issues

The following table details the issues and the proposed resolution for SCL that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.

	SCL IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	IEC 61850-6 leaves the definition of the meaning of the authentication options to the SCSM. However, neither 8-1 nor IEC 62351-6 seem to define the meaning of password, weak, strong or certificate. The standard needs to be specific.
	
	
	x
	
	The change needs to be performed in IEC 62351-6.

	2 
	In Version 2 of the IntegratedApplication.scd”, we found the IED “CYG_PR7367_A1_P1” AccessPoint “G1” which contains a GSEControl named “gocb” but there is no associated GSE address in the Communication section. This seems to be an invalid GOOSE configuration because it cannot be published without an address.
The GSEControl had a datSet!=null. Indicating that the gocb was configured (but with no communication entry).  The standard does not declare if this is valid or not.
	
	x
	
	
	IEC 61850-6 was updated with appropriate text.

	3 
	SCD file has “originalSclVersion=2007” for all IED, including First Edition devices.
SCT should have added “2003” when originalSclVersion/OriginalSclRevision was not in ICD file
	x
	
	
	
	Edition 2.1 line 2509-2510 (of INF) states: “Both attributes are set by the IED tool when creating the ICD or IID file, and shall be kept within an SCD file.”


	4 
	The R-GOOSE test area SCD was created by importing an ICD that was of schema 2007 B3.  It exported 2007 B2 without removing/downgrading the B3 IED information.

IEC 61850-6 2.1 specifies that an SCT must support the newest version (e.g. B3 instead of B2) if there is a B3 device to be used.  However, there is also a downgrade allowed that changes the IED model (Service Capability in this case) to support B2.  It also states that if the SCT does not support the newest version (e.g. B3) may reject the unsupported schema ICD.

Does this present a migration issue for systems in the field?
	
	x
	
	
	Extend must understand rule to help tool vendors on how to validate

	5 
	IEC 61850-6 does not allow the authentication configuration (none, password, weak, strong or certificate) to be used for Client applications that do not include a server.
	
	
	x
	
	SCL must allow IEDs (client and server) to declare capabilities for security. Make the extension in 62351-6.

Scheduled for next amendment or version.

	6 
	Definition of a data set must contain a data object name but SCL does not require the doName attribute in the <FCDA/> element. 
	
	x
	
	
	Updated IEC 61850-7-1.

	7 
	Released version was unable to open the either the Low Voltage or the High Voltage .SCD file.  

2017-10-16 13:30:26.3 ERROR                   1   Unable to open SCD file 'C:\UCA\IOP_LV_withoutSubstation_v1_subnetmodify_v2_JLA.scd'

The DEVELOPER version of  tool was able to read the file (after editing to remove unsupported attributes – see earlier Problem Report).
The problem appeared to be related to the tool encountering an unanticipated data type:

inputs with extrefs
Service Type of Report

vendor demonstrated that the problem has been fixed in a software tool version that has not been released to their website yet.
	x
	
	
	
	Standard is clear.

	8 
	The attributes of the DA element and BDA element in 61850-6 define the attribute “type” to be used only if bType=Enum or bType=Struct is used to refer to the appropriate enumeration type or DA Type definition.

The IOP .scd files have type defined where bType does not equal Enum or Struct, which does not follow the 61850-6 description (Table 49 and 50) of the bType attribute in the DA and BDA element.

Vendor was unable to open the low and high voltage .scd files because of this. After removing the incorrectly defined type elements, the .scd file was able to be read by tool.
	
	x
	x
	
	Updated in latest amendment of IEC 61850-6.

Current text: INF line 4096-4097 states: type: Only used if bType= Enum or bType = Struct to refer to the appropriate enumeration type or DAType (attribute structure) definition.

Change:  “Shall only…”

	9 
	The integrated application area SCD (IntegratedApplicationv4.2_2007B.SCD) was created by importing an ICD which LD (PROT) has a SGCB in LLN0. But the settings with FC= SP outside this setting group was changed to FC=SE in the exported DOType part.

If the constraint change is correct in the SCD, there is also another problem that the fc attribute of <FCDA/> of the same settings in DataSet are still SP.

	
	x
	x
	
	Updated IEC 61850-6 to reflect:

“SCT may change the name/id of LNodeType, DAType, etc. found in the DataTypeTemplate section.  The SCT shall not change the underlying definitions unless specified by an upgrade/downgrade rule.  “

	10 
	V4.1 of the SCD file contains an invalid device;

1. The T2WPDIF logical contains DOs of TotW, TotVAr, TotVA, TotPF, Hz and PhV
2. The timestamp for the MV associated with the TotX and Hz elements is in the ST functional constraint.

These errors are in the ICD file. Seems like an SCT should have prevented this from being passed to the SCD?
	
	x
	x
	
	IEC 61850-7-1 and -6 updated for cross references.



	11 
	MSVID shall be unique. The integrated application SCD file allowed duplicate SVID’s for two merging units.
	
	x
	
	x
	IEC 61850-6 to investigate updating XSD to perform the check.  However, the requirement for unique MSVIDs is clear and should be enforced by tool validation.

	12 
	SCD import of IntegratedApplication.scdHVv5 to ICT generated the following error:

A GOOSE or Sampled Value Control Block can only have one single control block address entry in the whole communication section. Adding a second control block address was denied for GoCB  Name='gcb1'  Description='BreakerControl' Ref='GE_C264_LINE_1CONTROL/LLN0.gcb1'

	
	x
	x
	
	Updated IEC 61850-6 to reference the statement in IEC 61850-7-2 Table 1 Note which states:” All the services for spontaneous sending are limited to one access point per control block instance” for 9.4.4 and 9.4.5.


	13 
	Problem 1: SCT Removed Privates that were provided in ICD that should have not been removed.
Implementation – this was a DAI with a Private inside but no Value.

Problem 2: SCT added Extrefs even though the ICD did not provide partial Extrefs.
Refer to standard – how to identify constraints.

Problem 3:  SCT did not add subscriptions (e.g. IEDName) for the GOOSE that was specified in the ExtRefs.
Ed2.1 requirement, OK for Ed2.

Problem 4:  ICD did not provide partial Extrefs.
OK, this is optional per CB.

File names involved were: MU02 V4.02 Side 2.icd and IOP_LV_v4_All.scd.
	
	x
	
	
	Publication of Edition 2 Amendment 1.

	14 
	Unclear with regards to lgos whether the additional instances of gcob should be included in scd file. Should the IED include maximum objects capable of/allowable instances in the .ICD and create all, or create them as needed?
	
	x
	
	
	Already in IEC 61850-7-1.

	15 
	Some SCT tools are removing incomplete Inputs with ExtRef’s of serviceType=”SMV” that are used for late binding of sample values in all versions of the IntegratedApplicationHV.scd file.
	
	x
	x
	
	IEC 61850-6 updated to reflect that  ExtRefs shall not be removed by the SCT as if the value of intAddr is not “null”.

	16 
	9-2 LE requires that the APPID shall always be 0X4000. In 61869-9 Table 908 it is recommended to be unique to allow for filtering and enforced by the configuration system. There should be a note to allow for backward compatibility for 9-2 LE systems.
	
	
	
	x
	Referred to WG10 to be clarified.

	17 
	An SCT deleted 2 sampled value control blocks out of 4, because in SMVsc, the value max was set to 2.

The reason that the ICT had max set to 2 was, that it wanted to express that out of the 4 a maximum of 2 is allowed to be activated.
	
	x
	x
	
	IEC 61850-6 to be updated: Table 11 needs to be corrected so that max for MSV is the same definition for as GOOSE and Report Control.

	18 
	Visualization issues:
1) IEC 6161850-6 identifies a method of placing the SLD objects in the single line diagram.  However, it does not address the size of objects that have been place.
2) Also the connectivity of the objects is not available in the SSD.  Tools are connecting them per the internal logic.

	
	
	
	x
	There is a HMI working group working on IEC 61850

	19 
	Different level of expectations between the ICT and SCT.  There is not a clear definition demarking the expectations between the tools.
	x
	 
	
	
	The standard is clear about the responsibilities.  Implementations blur the functions.





[bookmark: _Toc513830893]Network
The following table details the issues and the proposed resolution for Network issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.
	Network IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	
Regarding the Network infrastructure:
Some MU/SAMU cannot configure their SV stream to different VLAN ID , fixed to 0 (but can configure Priority) Some  MU/SAMU only send SV without VLAN tag.

Should we state that each SV publisher have to be configurable in terms of VLAN to fit every project needs (every infrastructure network)?

Should we be able to declare it in the capabilities of the device (send VLAN tag, configure this VLAN tag (ID, priority) )?

Switches in general don’t have the same way (by default) to handle VLAN 0 tagged packets. Two different switches implementation on substation 1 setup has to handle the problem in 2 different ways. Is it suitable?
	x
	x
	
	
	VLAN 0 remains the default after discussion in WG10.  It is an issue for the integrator.  However, different VLANs require more complex configuration in switches.





[bookmark: _Toc513830894]R-GOOSE
The following table details the issues and the proposed resolution for R-GOOSE issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.
	R-GOOSE IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	The use of the Simulation bit in the R-GOOSE Payload is not clearly defined. It refers only to 8-1 which currently only specifies the meaning of the simulation bit in the GOOSE PDU. The standard does not describe that the payload Simulation bit should reflect whether the Simulation bit is set on ANY GOOSE PDUs in that payload.

J.3.2.6.3 states: 
Simulation shall be a BOOLEAN value (e.g. one octet) and shall be as defined in 
IEC 61850-8-1.

This clause is self-referencing and does not properly define what the definition is.  
	
	x
	
	
	8-1 Ed2.1 CDV issue

Resolved in FDIS, no action needed.






[bookmark: _Toc513830895]GOOSE
The following table details the issues and the proposed resolution for GOOSE issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.
	GOOSE IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	Vendor has implemented TestBlock condition only in XCBR wherein the contact outputs are not operated in test block condition. Test block condition are not implemented in any of Rxxx and Pxxx logical nodes as they are not expected to trip breaker directly.

There exist used cases wherein PTOC/PDIS elements can exist in an IED directly in breaker compartment in field and XCBR node in a bay controller IED located in relay building. In such cases, it is expected that Pxxx or Rxxx nodes are expected to trip directly the breaker.
	
	x
	
	x
	The standard will be reviewed for clarity.

	2 
	Merging Unit/ICT  is not capable to publish sampled measured values outside of the recommended destination MAC address range of IEC 61850-8-1 Table B.1.

Table in 8-1 is informative and is being used as normative.

	
	x
	
	
	Resolved in FDIS, range is informative.






[bookmark: _Toc513830896]Sampled Values
The following table details the issues and the proposed resolution for Sampled Values issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.
	GOOSE IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	Merging Unit/ICT  is not capable to publish sampled measured values outside of the recommended destination MAC address range of IEC 61850-8-1 Table B.1.

Table in 8-1 is informative and is being used as normative.

	
	
	x
	
	IEC 61850-9-2 to be updated to make range information as per IEC 61850-8-1.

Agreed that the range is informative and should not be enforced by tooling.  9-2 will be  updated in  the next amendment or release.



[bookmark: _Toc513830897]Client/Server
The following table details the issues and the proposed resolution for Client/Server issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.
	Client/Server IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	An implementation did not allow BRCB resvTms to be written while rptEnable was true.
Both Ed2 and Ed2.1 require resvTms to be written as long as another client does not “owns” the control block.
	
	x
	
	
	No change is required in the standard, this is the appropriate behavior as specified.

	2 
	Server is not responding to some of the MMS requests. (see below)

[image: ]


What should the client do this case?
	
	x
	
	
	Refered to WG10. Was determined that this is a Server implementation issue.  Clarification was given to the reporting vendor.

The clarification was that implementations should have a time-out based upon application needs.  If the timeout and number of allowed outstanding requests is exceeded, the client should abort the association.






[bookmark: _Toc513830898]Time Sync
The following table details the issues and the proposed resolution for Time Sync issues that were reported to IEC TC57 WG10 and does not include the implementation issues reported to the vendors.  Many of the issues were referred to both IEC and IEEE.  Successful negotiation between both organizations is preferable in those cases.
	Time Sync IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	Many of the implementation declared support for IEEE C37.238-2017 however only supported IEEE C37.238-2011. The test cases were structured for the 2017 version, therefore several failures were due to this misdeclaration.
	x
	
	
	
	Implementations need to be careful about their support declarations.

	2 
	The start-up behavior of BCs is unsatisfactory.
A BC in holdover (i.e. grandmaster with no time reference), should not return to BC mode when the time reference is restored before its clock oscillator stabilizes to the new grandmaster.  The tested BC when connected to the time reference (GPS) immediately forward the Grand Master time advertising the accuracy of the grandmaster. 
Otherwise, all slave clocks below the BC will be subject to the additional jitter of the BC’s clock resynchronizing to the GM.

This can be tested by disconnecting the BC for some minutes and then reconnect it to the grandmaster. 

	
	
	
	x
	Referred to both IEC and IEEE.

	3 
	IEC/IEEE 61850-7-2 should clarify the relation between the PTP clock clockQuality signals and the
timeQuality in TimeStamp.
E.g.  “Clock Not Synchronized” refers to the slave clock, not to the grandmaster. The fact that the PTP grandmaster loses its GPS reference signal is not an indication that the IED clock is not synchronized, since the grandmaster could have an excellent stability. The total loss of PTP Sync messages during xx seconds should raise the “Clock Not synchronized” flag, depending on the slave clock’s quality. 
This is best placed in IEC/IEEE 61850-9-3, but 7-2 should make a reference to it.
	
	
	
	x
	Referred to WG10.

	4 
	All masters adjust correctly (and conservatively) the ClockAccuracy field when degrading (loss of GPS) but they do not adjust the variance (offsetScaledLogVariance) correctly. This is a measured value that is used in the Best Master selection. Most clocks set the variance to 0 or 65535, or to a fixed (not computed) value. 
Therefore, this field is unusable in the BMCA, a clock with a very poor variance could win over another clock that claims 0 variance. 
IEC/IEEE 61850-9-3 should indicate specifically that the variance has to be adjusted.
	
	
	
	x
	Referred to WG10 and IEEE.

	5 
	To avoid errors of up to 800ns in media converters (e.g. 1 Gbit/s – 100 Mbit/s, SFPs), IEC/IEEE 61850-9-3 should specify that the Sync messages have to be padded to the same length as the Pdelay_Req and Pdelay_Resp messages. Media converters should be tested for asymmetry.

	
	x
	x
	
	This will be stated in the revision of IEEE 1588, but IEC/IEEE 61850-9-3 refers to IEEE 1588:2008.

	6 
	Some TC that are not set to the correct domain disrupt the network because they do not respond to 
Pdelay_Req coming from another domain than their own. 

This means that a replacement TC inserted out of the box could disrupt the network until it is properly configured.

According to IEEE 1588:2008, a TC only has a “primary domain” for synchronization, but otherwise should respond to other domain TCs should respond to other domains.
A slave-only clock is not obliged to respond to a Pdelay_Req that is not from its domain.
	
	x
	
	x
	To be clarified in IEC/IEEE 61850-9-3.   

Referred to both WG10 and IEEE.

	7 
	IEC/IEEE 61850-9-3 should clarify the meaning and use of TimeTraceable and FrequencyTraceable.
In particular, it should clarify that the clockAccuracy is only valid if TimeTraceable is true, and that 
a temporary loss of signal to the reference clock does not clear the TimeTraceable flag, as long as the master retains the ability to announce a leap second correctly.
	
	x
	
	x
	Referred to IEC.

	8 
	IEC/IEEE 61850-7-2 should clarify the relation between the PTP clock clockQuality signals and the
timeQuality in TimeStamp.
E.g.  “Clock Not Synchronized” refers to the slave clock, not to the grandmaster. The fact that the PTP grandmaster loses its GPS reference signal is not an indication that the IED clock is not synchronized, since the grandmaster could have an excellent stability. The total loss of PTP Sync messages during xx seconds should raise the “Clock Not synchronized” flag, depending on the slave clock’s quality. 
This is best placed in IEC/IEEE 61850-9-3, but 7-2 should make a reference to it.
	
	x
	
	
	Referred to WG10. Discussions currently believe no change is required in 7-2 or other parts.

	9 
	The start-up behaviour of BCs is unsatisfactory.
A BC in holdover (i.e. grandmaster with no time reference), should not return to BC mode when the time reference is restored before its clock oscillator stabilizes to the new grandmaster.  The tested BC when connected to the time reference (GPS) immediately forward the GrandMaster time advertising the accuracy of the grandmaster. 
Otherwise, all slave clocks below the BC will be subject to the additional jitter of the BC’s clock resynchronizing to the GM.
This can be tested by disconnecting the BC for some minutes and then reconnect it to the grandmaster. 

	
	
	
	x
	Referred to IEEE.

	10 
	The BCs should adjust the clock accuracy to reflect their actual accuracy, not that of their grandmaster.
The indicator “stepsRemoved” is not sufficient.
	
	
	
	x
	Referred to IEEE.




[bookmark: _Toc513830899]Security
The following table details the issues and the proposed resolution for Security issues that were reported to IEC TC57 WG15 and does not include the implementation issues reported to the vendors.
	Security IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	62351-3 clause 5.6.4.4 states the following:
“The management of the Certificate Revocation List (CRL) is a local implementation issue. Discussion of the management issues regarding CRLs can be found in IEC/TS 62351-1. Alternatively, to local CRLs, OCSP may be used to check the revocation state of applied certificates. The application of OCSP is outlined in IEC/TS 62351-9.”
The end result is that it is unclear which the mandatory revocation mechanism and which is the optional mechanism. One of the mechanisms needs to be mandatory otherwise interoperability/deployment issues will occur in the field.  

A majority of the security IOP group had thought that CRL was the mandatory mechanism.

	
	
	x
	
	IEC 62351 has already been updated to address this problem report since it was submitted to WG15 when the problem was detected.

CRL is mandatory, OCSP optional.

	2 
	IEC 61850-6 leaves the definition of the meaning of the authentication options to the SCSM. However, neither 8-1 nor IEC 62351-6 seem to define the meaning of password, weak, strong or certificate. I think I know what they mean by the words themselves but I can’t find the definition in the standards.
	
	
	x
	
	Will be updated in IEC 62351-6.




[bookmark: _Toc513830900]NERC
The following table details the issues and the proposed resolution for issues that may impact NERC CIP regulations.
	NERC IOP Issues Reported

	
	Description
	Resolution
	Comment

	Issue Number
	
	M
	C
	U
	O
	

	1 
	NERC CIP currently has an exclusion for GOOSE based upon performance concerns of passing through firewalls.  Testing at the IOP has indicated that the exclusion may not be required.  However, an exclusion for SV may be needed which currently does not exist.
	
	
	
	x
	





[bookmark: _Toc513830901]Implementation Issues - Disruptive Test

The exception to reporting implementation issues are the failures caused during the disruptive tests. These tests were constructed to be Denial of Service attacks.  During one of these tests the following occurred:
· Certain relays were impacted by the test and stopped communication.  Eventually their watchdog timer rebooted the relays and proper operation resumed with full communication.

· One of the Time Sync Grand Masters stopped communication and never recovered.   The clock began normal operation after a power was cycled.
These tests show that users need to make sure that the equipment they purchase have an automatic mechanism of recovery should they stop functioning.

Test Cases	Total Test Cases	No Results	SCL	L2 GOOSE	R-GOOSE	R-SV	Infrastructure	21	3	3	8	7	2	3	




Available	Client/Server	GOOSE	Infrastructure	11	1	7	Attempted	Client/Server	GOOSE	Infrastructure	10	0	3	




2011	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	17	5	35	30	7	2013	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	19	24	84	60	33	2015	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	26	22	130	108	33	2017	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	38	35	208	118	73	
Test Cases	With Results	Not Executed	60	30	


Test Results	
Total	Pass	Fail	Inconclusive	406	359	15	32	



Number	Available	Attempted	Not Attempted	3	2	1	



Number	Possible	Attempted	Pass	Failed	With Comments	26	6	6	0	0	




Available	Client/Server	GOOSE	Infrastructure	11	1	7	Attempted	Client/Server	GOOSE	Infrastructure	10	0	3	




Possible	Client/Server	Infrastructure	20	21	Attempted	Client/Server	Infrastructure	20	12	Passes	Client/Server	Infrastructure	20	9	Fail	Client/Server	Infrastructure	0	0	With Comments	Client/Server	Infrastructure	2	0	





Test Cases	Total Test Cases	No Results	SCL	L2 GOOSE	R-GOOSE	R-SV	Infrastructure	21	3	3	8	7	2	3	





Number of Test Cases	Total	Not Applicable	Pass	Fail	Comments	121	73	48	0	3	




2011	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	17	5	35	30	7	2013	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	19	24	84	60	33	2015	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	26	22	130	108	33	2017	Total Participating Companies	Witnessing Companies	Total Participants	Participant Personel	Witnesses	38	35	208	130	78	Total Issues by Category	SCL	8-1 Client/Server	GOOSE	R-GOOSE	Sampled Values	R-SV	8-1 SEC Client/Server	Time Sync	Network	32	9	6	3	2	0	7	11	4	
Comparison of Issed by IOP

2013	Total	SCL	8-1 Client/Server	GOOSE	R-GOOSE	Sampled Values	R-SV	8-1 SEC Client/Server	Time Sync	Network	82	58	15	5	2	2	2015	Total	SCL	8-1 Client/Server	GOOSE	R-GOOSE	Sampled Values	R-SV	8-1 SEC Client/Server	Time Sync	Network	38	24	9	0	2	1	2	2017	Total	SCL	8-1 Client/Server	GOOSE	R-GOOSE	Sampled Values	R-SV	8-1 SEC Client/Server	Time Sync	Network	57	32	9	6	3	2	7	11	2	
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